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Abstract

While studying the specification of the operational semantics of different programming languages and for-
malisms, one can observe the following three facts. First, Plotkin’s style of Structural Operational Semantics
has become a standard in defining operational semantics. Secondly, congruence with respect to some notion
of bisimilarity is an interesting property for such languages and it is essential in reasoning. Third, there are
numerous languages that contain an explicit data part in the state of the operational semantics. The first two
facts have resulted in a line of research exploring syntactic formats of operational rules to derive the desired
congruence property for free. However, the third point (in combination with the first two) is not sufficiently
addressed and there is no standard congruence format for operational semantics with an explicit data state.
In this article, we address this problem by studying the implications of the presence of a data state on the

notion of bisimilarity. Furthermore, we propose a number of formats for congruence.
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1. Introduction

Structural Operational Semantics (called SOS for short) [30-32] has been very popular in defining
operational semantics for different formalisms and programming languages. Congruenceproperties
of notions of (bi-)simulation have been investigated for many of these languages as a key property
for compositional reasoning and refinement. Congruence simply means that if one replaces a compo-
nent in an arbitrary system with a (bi-)similar counterpart, the resulting system is (bi-)similar to the
original one. Proofs of congruence for SOS are usually standard but very tedious and lengthy [18,36].
This has resulted in a line of research for defining standard syntactical formats for different types of
SOS in order to obtain the congruence property for a given notion of bisimilarity automatically.

From the early beginning, SOS has been used for languages with data as an integral part of
their operational state (e.g., the original report on SOS contains several examples of state-bearing
transition system specifications [30]). As systems get more complex, the integration of a data state
in their semantics becomes more vital. Besides the systems that have an explicit notion of data such
as [16,11], real-time languages [4,10,21,24] and hybrid languages [14,6] are other typical examples of
systems in which a data state shows itself in the operational semantics in one way or another. How-
ever, the introduction of data turns out not to be as trivial as it seems and leads to new semantical
issues such as adapted notions of bisimilarity [10,21,14,27].

To the best of our knowledge, no standard congruence format for these different notions of
bisimilarity with a data state has been proposed so far. Hence, most of the congruence proofs are
done manually [27] or are just neglected by making a reference to a standard format that does not
cover the data state [10]. The proposal that comes closest [9] is unfinished and encodes rules for
state-bearing processes into rules without a state, for which a format is given.

In thisarticle, we address the implications of the presence of a data state on the notions of bisimilar-
ity and propose standard formats that induce congruence with respect to these notions of bisimilarity.

Therest of this article is structured as follows. In Section 2, we review the related work in the area of
congruence formats for SOS. Then, in Section 3, we set the scene by defining transition system speci-
fications with data and several notions of bisimilarity. In this section, we also sketch the relationship
between these notions of bisimilarity and point out their application areas. The main contribution
of this article is introduced in Section 4, where we define standard syntactic formats for proving
congruence with respect to the defined notions of bisimilarity. Furthermore, we give a full compar-
ison between congruence results for the notions of bisimilarity with data. Subsequently, Section 5
presents applications of the proposed theory on transition system specifications from the literature
in the domains of coordination languages, real-time process algebra, and hybrid process algebra.
Finally, Section 6 concludes the article and presents possible extensions of the proposed approach.

2. Related work

The first standard format for congruence of a transition system specification was proposed by
De Simone in [17]. The De Simone format allows for deduction rules of the following form:
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where x; and y; are distinct variables ranging over process terms, f is an n-ary function from the sig-
nature (e.g., sequential composition, parallel composition, etc.), / is a subset of the set {0,...,n — 1}
(indices of arguments of f'), ¢ is a process term that does not have repeated occurrences of any
variable (so-called architectural term, disallowing copying of variables), and P is a predicate stating
the relationship between the labels of the premises and the label of the conclusion. (It turns out
that side conditions of this kind do not play any role on the congruence result and thus we do not
mention them in the rest of this article.)

Bloom et al. [8], in their study of the relationship between bisimilarity and completed-trace con-
gruence, define an extension of the De Simone format, called GSOS (for Structural Operational
Semantics with Guarded recursion), to capture reasonable language definitions. GSOS extends the
De Simone format to cover negative premises. In other words, it allows for deduction rules of the
following form:

ll“ 1
iy lielj<m}Ulxj% | jeJ.k<n))

/
f(x()a e nx}’lfl) - t

All common notations in the rule above have the same intuition as those of the De Simone format,
J is a subset of indices of f (similar to /) and m;’s and n;’s are natural numbers (to set an upper
bound on the number of premises) and ¢ is a term with variables only among x;’s (0 < k < n) and
y,'j’S (i el andj < mi).

Another orthogonal extension of the De Simone format, called ryft/tyxt, which allows for look-
ahead in the premises of a rule, is proposed in [23] (¢yft/tyxt is the code summarizing the structure
of SOS rule in this format). This format allows for arbitrary terms in the left-hand sides (called
sources) of the premises and in the right-hand side (called targer) of the conclusion but requires
the source of the conclusion to be a variable or a function applied to variables only, the targets of
premises to be variables, and all these variables to be distinct. In other words, it allows for deduction
rules of the following forms:

l,‘ . li .
{ti—yiliel} {ti—yiliel}

9

) /
fxo,. .., xp—1) > t x—t

Again, all notations share the same intuition with those of the De Simone format, apart from 7,
which is now an arbitrary (possibly infinite) set. The only further restriction on the set of premises,
imposed for proving the congruence theorem in [23], is the acyclicity of the variable dependency graph
for each deduction rule. A variable dependency graph has variables as its nodes and there exists an
edge from one variable to another if the former appears in the source and the latter in the target
of a premise. Later, in [19] it is shown that the acyclicity constraint can be relaxed and that for ev-
ery tyft/tyxt rule with a non-well-founded set of premises (with respect to the variable dependency
ordering) there exists a rule that induces the same transition relation and is indeed well-founded.

The merits of the two extensions were merged in [20] where negative premises were added to the
tyft/tyxt format, resulting in the ntyft/ntyxt format. In the premises of ntyft/ntyxt rules negative

. . l; . . .
transition relations of the form ¢, - can appear as well, provided that the transition system specifi-
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cation can be stratified. Stratification is concerned with defining a measure that decreases from the
conclusion to negative premises and that does not increase from the conclusion to positive premises.

Finally, the PATH format [5] (for Predicates And Tyft/tyxt Hybrid format) and the PANTH
format [39] (for Predicates And Negative Tyft/tyxt Hybrid format) extend zyft/tyxt and ntyftintyxt
with predicates, respectively. A deduction rule in PANTH format may have predicates, negative
predicates, transitions and negative transitions in its premises, and a predicate or a transition in its
conclusion.

In [25], the PANTH format is extended for multi-sorted variable binding. This covers the prob-
lem of operators such as recursion or choice over a time domain. The issue of binding operators for
multi-sorted process terms is also briefly introduced in [2].

In an unpublished note [9], the issue of state-bearing and parameterized processes is treated and
a congruence format is proposed (called Super-SOS). The approach of [9] relies on transforming
state-bearing processes to multi-sorted ones and thus state-bearing transition system specifications
cannot be dealt with in their original representation (whilst this is possible in our approach). The
notion of bisimilarity in [9] (for processes parameterized on data-state) seems to be what we call
stateless bisimilarity in this article. However, congruence proofs for these formats are not provided.
As we do not consider parameterized processes in our setting, their formats may not be directly
comparable to ours. For example, some of the dataflow conditions proposed in [9] are not necessary
in our setting for stateless bisimilarity. Furthermore, the formats in [9] do not induce congruence
with respect to the other notions of bisimilarity that we discuss in this article.

We recognize the problem of multi-sorted process terms and admit that it is an interesting prob-
lem in itself. However, we address a different issue in this article, that is, the issue of states having a
particular structure (possibly from different sorts). In the above works, the data state is coded into
process terms (either naturally due to the definition of operators like time-choice operators, e.g., in
[25,33] or artificially by transforming a multi-sorted state to a single-sorted one, e.g., in [9]). Thus,
the transition system specification as well as the notion of equivalence are confined to look at the
behavior of process terms (since standard formats allow one to define only one function symbol at
a time in the conclusion of a deduction rule). However, if the data state is made explicit as a part
of the state in the transition system specification, then the transition system specification may not
only address process terms, but also data terms. This allows both for more expressiveness in the
specification of SOS and for the possibility of introducing new notions of equivalence (w.r.t. the
relationship between data and process terms).

In [7], an extension of the #yft/tyxt format is proposed to cover the semantics of higher order lan-
guages. The extended format, called promoted tyft/tyxt, allows for putting (open) terms on the labels
as well as on the two sides of the transition relation specification. Since labels are assumed to be of
the same sort as process terms, their results do not apply to our problem domain directly (in which
we have at least two different signatures for processes and data). However, by assuming two disjoint
parts of the same signature as data and process signatures we may get a weaker result for the case of
stateless bisimilarity in Section 4 (i.e., the resulting format would be more restrictive than ours). For
the more involved notions of bisimilarity, however, we have to move to a multi-sorted state paradigm
in order to define our criteria for the standard format and thus the format of [7] is not applicable.

In [15], a preliminary version of [14], to prove congruence for a specification language with a data
state, the transition system specification is partially transformed to another transition system spec-
ification that is isomorphic to the original one and does not contain a data state. Furthermore, it is
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shown that the original notion of bisimilarity corresponds to strong bisimilarity [26,29] in the new
specification. Since the resulting transition system specification is in PATH format, it is deduced
that the original notion of bisimilarity is a congruence. Although the formal proof for these steps
is not given there in detail, the proof sketch seems to be convincing for this particular notion of
bisimilarity (i.e., stateless bisimilarity). We combine all these steps here in one theorem and prove it
so that such transformations and proofs are not necessary anymore. Furthermore, we give standard
formats for other notions of bisimilarity for which such a straightforward transformation does not
exist in the literature.

3. Preliminaries
3.1. Basic definitions

We assume infinite and disjoint sets of process variables V}, (typical members: x, y,x;, y;,...) and
data variables Vg (typical member: v). A process signature X, is a set of function symbols (typical
members: /) with their fixed arity. Functions with zero arity are called constants (typical members:
a, b, c¢). A process term ¢ € T(Xp) is defined inductively as follows: a variable x € J}, is a process
term, if 7, . . ., #,1 are process terms then for all f € ¥, with arity n, f(t, .. .,t,1) isa process term,
as well (i.e., constants are indeed process terms). Process terms are typically denoted by ¢,7, 1, . ..
Similarly, data terms u € T(Xy) are defined based on a data signature X4 and the set of variables
Vy and typically denoted by u, u/, u;,u, ... Closed terms C(X;,) and C(Xy) in each of these contexts
are defined as expected (closed process terms are typically denoted by p,q,p’.q', pi.¢i, . q; - . ).

A process substitution (o or ¢”) replaces a process variable in an open process term with another
(possibly open) process term. A data substitution (£) replaces a data variable in an open data term
with another (possibly open) data term. The set of variables appearing in term ¢ is denoted by
vars(t).

Definition 1 (transition system specification). A transition system specification with data is a tuple
(Zp, Zda,L,D(Rel)) where X, is a process signature, Xq is a data signature, L is a set of labels (with
typical members [, 7', [y, ...), and D(Rel) is a set of deduction rules, where Rel is a set of (ternary)
relation symbols. For all » € Rel, [ € L and (s,5") € T(Zp) x I(Xq) we define that (s,/,s') e ris a
formula. A deduction rule dr € D is defined as a tuple (H, c) where H is a set of formulae and c is a
formula. The formula c is called the conclusion and the formulae from H are called premises.
Notions of open and closed and the concept of substitution are lifted to formulae in the natural

. U . i .
way. A formula (s, /,s") € r is denoted by the more intuitive notation s —, s’, as well. A deduction
rule is mostly denoted by —.

C
A proof of a formula ¢ is a well-founded upwardly branching tree whose nodes are labelled by
formulae such that

e the root node is labelled by ¢, and

e if y is the label of a node and {v; {l i |e 1} i;}the set of labels of the nodes directly above this node,
Xillé€

X

then there are a deduction rule , a process substitution o and a data substitution &
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such that application of these substitutions to x gives the formula v, and for all i € I, application
of the substitutions to y; gives the formula ;.

The transition relation associated with a transition system specification is the smallest relation
containing all provable closed formulae.

Note that in this paper, we only consider transition relations and notions of bisimulation on
closed terms. Techniques developed in [34] can be used to define these concepts on open terms.

3.2. Notions of bisimilarity

The introduction of data to the state adds a new dimension to the notion of bisimilarity. One
might think that we can easily deal with data states by imposing the original notion of strong bi-
similarity [26,29] to the extended state. In such a case processes are compared regardless of the data
they have. Our survey of the literature has revealed that such a notion of strong bisimilarity is not
used at all. In this article, we restrict ourselves to comparing processes with respect to the same data
state. In this way, we get to what we call a state-based bisimilarity, depicted in Fig. 1.

Definition 2 (state-based bisimilarity). A relation Ry, C (C(Xp) x C(2g)) x(C(Zp) x C(Xq)) 1s a
state-based bisimulation relation if and only if ¥, 4 4y.a,-1 (P, d0), (q,d1)) € R = do = di A

/ /

(1) Vp’,d’(p: dO) —>r (p/a d/) = Hq’(Qa dO) —r (q/a d/) /\((p/:d/)s (q/s d/)) € Rsb;
/ /

Q) Vya (g, d) =, (q,d) = Iy (p,d)) =, (p,d") A(p',d"),(q',d")) € Ryp.

Two closed state terms (p, d) and (g, d) are state-based bisimilar, denoted by (p,d) <>, (¢,d), if and
only if there exists a state-based bisimulation relation Ry, such that ((p,d), (¢,d)) € Rgp.

Definition 3 (process-congruence). For ~C (C(Ep) x C(Zq)) x (C(Zp) x C(Xq)), ~ is called a pro-
cess-congruence w.r.t.an n-ary process function f € Xpifandonlyifforall p;,q; € C(2p) (0 < i < n),

for alld € C(Ed)alf(pbd) ~ (‘Iz,d) (for allo < l < n)a then (f(pOa o ’p}’l—l)’d) ~ (f(CIO, o ’qn—l)ad)'
Furthermore, ~ is called a process-congruence for a transition system specification if and only if it
is a process-congruence w.r.t. all process functions of the process signature.

Rsb
<p07d0) ————————————————— (pé)ydo)
Rsb
(p1,di)  (p2,da) (P, dy) (ph, da)

T~ — _—_

Fig. 1. State-based bisimilarity.
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Example 4. Consider a transition system specification, where the signature consists of three (dis-
tinct) process constants a, b and ¢, one binary process function f, and three (distinct) data constants
d,d" and d”, and the deduction rules are the following:

D - (2) — 3) -
(a,d)— (a,d") (a,d") = (a,d") (b,d) — (b,d")
(x0,0) > (3 1)
“4) — ®) ; .
(c,d)— (a,d") (fCxo,x1),v) = (x1,d")

Then, the following state-based bisimilarities hold:
(a,d) <4, (b,d), (b,d) ©g, (c,d).

However, the following state-based bisimilarities do not hold: (a,d’) <, (b,d") and (f(c,a),d) <,
(f(c,b),d). From the latter case, we can observe that state-based bisimilarity is not a process-con-
gruence for the above transition system specification.

State-based bisimilarity is a rather weak notion of bisimilarity for most practical examples. The
problem lies in the fact that in this notion of bisimilarity the process parts are only related with
respect to a particular data state. Thus, if the common initial data state is not known (e.g., if the
components have to start their execution on the result of an unknown or non-deterministic process),
then state-based bisimilarity is not useful.

This problem leads to the introduction of a new notion of bisimilarity which takes all possible
initial states into account [22,21]. We call this notion initially stateless bisimilarity (see Fig. 2). This
notion of bisimilarity is very useful for the case where components are composed sequentially. In
such cases, when we prove that two components are bisimilar, we do not rely on the initial starting
state and thus, we allow for sequential composition with any other component.

sl
po..'........ll........I......'...ll.......‘.'p6
Rsb
(pO: doy (pO: dl) zpéb dO) /(pé)a dl)
\\\§§--_ &b . -
! - ‘/ RSb ‘5\\\\ A} A7
(p oy (p2, dy) Ypp 0) (3, dy)

-~ -
~—a -

Fig. 2. Initially stateless bisimilarity.
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Definition 5 (initially stateless bisimilarity). Two closed process terms p and ¢ are initially stateless
bisimilar, denoted by p < ¢, if and only if there exists a state-based bisimulation relation R, such
that ((p,d), (¢,d)) € Ry, for alld € C(Xg).

For initially stateless bisimilarity (and also for stateless bisimilarity, to be defined shortly), con-
gruence is defined as expected in the following definition.

Definition 6 (congruence). For arbitrary ~C C(X,) x C(Xp), ~ is called a congruence w.r.t. an n-ary
process function f € ¥, if and only if for all p;,q; € C(Zp) (0 < i < n),if p; ~ g; (forall 0 <i < n),
then f(po,...,p—1) ~ f(qo,...,q,—1). Furthermore, ~ is called a congruence for a transition system
specification if and only if it is a congruence w.r.t. all process functions of the process signature.

Example 7. Consider the transition system specification of Example 4. The following initially state-
less bisimilarities hold b <>, ¢ and f(b, c) <y f(c, c) but the following initially stateless bisimilari-
tiesdonotholda < band f(c,a) <,y f(c,b). We observe that the previous problem of congruence
does not exist anymore for initially stateless bisimilarity. Later on, in Example 37, we show that for
this transition system specification, initially stateless bisimilarity is indeed a congruence.

However, initially stateless bisimilarity does not solve all problems, either. If there is a possibility
of change in the intermediate data states (by an outside process), then initially stateless bisimilarity
is not preserved in such an environment. This, for instance, happens in open concurrent systems.

Stateless bisimilarity [10,14,22,27], shown in Fig. 3, is the solution to this problem and the finest
notion of bisimilarity for state-bearing processes that one can find in the literature. Two process
terms are stateless bisimilar if, for all identical data states, they satisfy the same predicates and they
can mimic transitions of each other and the resulting process terms are again stateless bisimilar. In

Rsl
e ey 7o
(Po, do) (po, dl) (Pf); dO) (pr dl)
! * ! / ! ! !
(p1, do) (P2, d1) (p17 do) (P27 d1)
Rsl
p” P~ __ R, Ty
- . -

-~ -
- - -
——— p—

Fig. 3. Stateless bisimilarity.
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other words, we compare process terms for all identical data states and allow all sorts of change
(interference) in the data part after each transition.

Definition 8 (stateless bisimilarity). A relation Ry € C(Xp) x C(Ep) is a stateless bisimulation rela-
tion if and only if Vg 4 1(p,q) € Rg =

! ! ,

(1) Vp/,d/(pa d) _>r (p/ad/) = Elq’(% d) _>r (q/nd ) A (p/v q/) € RS])
! l / /

Q) Vya(q,d)—,(q,d) = 3,(p,d)—,(P'.d) A (P.q) € Rq.

Two closed process terms p and g are stateless bisimilar, denoted by p < ¢, if and only if there
exists a stateless bisimulation relation Ry such that (p,q) € Ry.

Example 9. Consider the transition system specification of Example 4. None of the non-trivial ex-
amples of bisimilarity hold anymore for stateless bisimilarity. Namely, it does not hold that a <> b,
a < cor b < c. From these one may conclude that stateless bisimilarity is a congruence for the
above transition system specification. We prove this formally in Example 17.

None of the three notions of bisimilarity is the perfect notion. State-based bisimilarity is the eas-
iest one to check and establish but is not very robust in applications. It is most suitable for systems
that are not subject to any further composition and interference. Initially stateless bisimilarity is a
bit more difficult to check and establish but is more robust and suitable for systems that are amena-
ble to further sequential compositions. Finally, stateless bisimilarity is the hardest one to establish
but it is considered the most robust one for open concurrent systems. In general, a compromise
has to be made in order to find the right level of robustness and strength and as a result the most
suitable notion of bisimilarity has to be determined for each language/application separately.

A common practice in establishing bisimulation relations for concurrent systems is to trans-
form them to non-deterministic sequential systems preserving stateless bisimilarity and then using
initially stateless bisimilarity in that setting [22]. Another option for open systems with a limited
possibility of intervention from the environment is to parameterize the notion of bisimilarity with an
interference relation [22,12,14]. Our congruence format for state-based bisimilarity can be adapted
to the parameterized notion of bisimilarity.

Next, we compare the above three notions of bisimilarity.

3.3. Comparing the notions of bisimilarity

In Examples 4 and 9, we have shown that two processes b and c¢ are state-based bisimilar (w.r.t.
data state d) but stateless bisimilarity fails to hold between them. Thus, we may infer that stateless
bisimilarity is finer than state-based bisimilarity (w.r.t. a particular data state). The following cor-
ollary states that if a state-based bisimulation relation is closed under the change of data state then
it induces a stateless bisimilarity.

Corollary 10. Let R be a state-based bisimulation relation. If ¥,,34((p,d), (¢,d)) € R =
Yo ((p,d'),(q,d")) € R) thenV,,(3a((p,d),(g,d)) € R = p < q).

Finally, the following lemma positions initially stateless bisimilarity in between the two other
notions of bisimilarity we have discussed so far.
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Corollary 11. For two arbitrary closed process terms p and q, we have

() if p <4 q. then p < g
(2) p ©4q q if and only if, (p,d) <, (q,d) for all closed data terms d.

Again, in Examples 4 and 7, we have shown that a and b are state-based bisimilar with respect
to d but they are not initially stateless bisimilar. Thus, state-based bisimilarity (with respect to a
particular data state) is strictly weaker than initially stateless bisimilarity.

The following corollary states that stateless bisimilarity implies state-based bisimilarity with
respect to all data states.

Corollary 12. For two arbitrary closed process terms p and q; if p < q, then (p,d) <, (q,d) for all
d e C(Zyg).

4. Standard formats for congruence

In this section, we present standard formats and prove congruence results with respect to afore-
mentioned notions of bisimilarity. To do this, we extend the ¢yft format of [21] with data in three
steps for stateless, state-based, and initially stateless bisimilarity. Finally, we present how our for-
mats can be extended to cover zyxt rules and rules containing predicates and negative premises
(thus, extending the PANTH format [39] with data).

4.1. Congruence format for stateless bisimilarity

In this article, we allow for deduction rules that adhere to the tyft-format with respect to the
process terms and are not restricted in the data terms. This format is called process-tyft.

Definition 13 (process-tyft). Let (Xp, X4, L, D(Rel)) be a transition system specification. A deduction
rule dr € D(Rel) is in process-tyft format if it is of the form

{tur) =, () | i € 1)
(dr) )

(FG50r -+ s Xn—1)stt) = (£ s11))

where / is a set of indices, —, € Rel, [ € L, f € %, is a process function of arity n, ' € T(Xp),
u,u’ € T(Xq), the variables xo,...,x,—1 and y; (i € I) are all distinct variables from V}, and, for all
i€el: -, €Rel,l; €L, tj € T(Xp), and u;,u; € T(Xq).

We name the set of process variables appearing in the source of the conclusion X, and in the
target of the premises ¥;,. The two sets X}, and Y}, are obviously disjoint following the requirements
of the format. The above deduction rule is called an f-defining deduction rule.

A transition system specification is in process-tyft format if all its deduction rules are in process-
tyft format.

It turns out that for any transition system specification in process-tyft format, stateless
bisimilarity is a congruence. For simplicity in proofs, we require the acyclicity of the variable
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dependency graph (see Section 2), as well. However, this requirement can be removed using the
result of [19].

Theorem 14. If a transition system specification is in process-tyft format, then stateless bisimilarity is
a congruence for that transition system specification.

Before we prove this theorem, we first define the closure of a relation under stateless congruence
and give and prove a lemma that is very useful in the proof of Theorem 14.

]?eﬁnition 15 (closure under stateless congruence). Let R € C(Xp) x C(Xp). We define the relation
R C C(Zp) x C(Xp) to be the smallest reflexive congruence on C(Xp) such that the relation R is
contained in R. Formally, R is defined to be the smallest relation that satisfies:

(1) R is reflexive;

QRS R )

(3) (f(poa . ‘3pn—1)9f(q09' . -:q‘n—l)) € Rfor all n-aryf € Epa and allpO s+ Pn—140 -5 4qn—1 €
C(Zp) such that (p;,g;) € Rforall0 <i < n.

Lemma 16. Let R € C(Xp) x C(Xp) and t € T(Xp). For any two process substitutions o and o’ such
that (o(x),0’(x)) € Rfor all x € vars(1), we have (o(f),0’ (1)) € R.

Proof. By induction on the structure of process term ¢. See [23] for a complete proof. [

Proof of Theorem 14. It suffices to prove that stateless bisimilarity is a congruence for each of the
process functions of X,,. Let f* € X}, be an n-ary process function. Let p; and ¢; be closed process
terms for 0 < i < n. Suppose that p; <> ¢; for 0 <i < n. This means that there are stateless bisim-
ulation relations R; (for 0 < i < n) that witness these stateless bisimilarities. Let R be the union of
these relations R;: R = [ J;_ R;. Obviously R is also a stateless bisimulation relation. We prove that
the relation R contains the pair ( /{ D0 - -+ Po—1)> f(qo, - - ., gn—1)) and that it is a stateless bisimulation
relation. The first claim is obvious from the definition of R.

So, we only have to prove the following for any (p,q) € R: if for arbitrary —,, I, p/, d and d’,

(p,d) —1>r (p',d"), then there exists a ¢’ such that (¢, d) —l>r (¢',d") and (p,¢') € R and vice versa for
transitions of ¢. Due to symmetry, it suffices to provide the proofs for the transitions of p only.

We prove this by induction on the depth of the proof of a transition. We do not show the proof for
the induction base as it is an instance of the proof of the induction step where there are no premises.

For the induction step, we distinguish three cases based on the structure of the definition of R.
In case the pair (p,q) is contained in R due to reflexivity of R or due to the requirement that R
contains R, the proof is obvious (and requires no induction at all). For the remaining case, we find
p = fpo,...,pn—1) and g = f(qo,...,qn-1) for some po, ..., pa—1,90, - . .,qn—1 such that (p;, g;) € R
forall0 <i < n.

The last step of the proof of the transition of p is due to the application of a deduction rule of
the following form:

li .
{(ti,u)) =5, (v, u}) | i €1}

(FOX0s -+ Xne1)st8) = (£ s11))
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This means that there are a process substitution o and a data substitution & such that o(x;) = p; for
all0 <i<n &u) =d,o(') =p,and &u’) = d’. Furthermore, for each i € I, there exists a proof
of (o(t), E(u;)) —», (0(31), £(u})) with smaller depth.

We assume acyclicity of the variable dependency graph. A variable dependency graph has vari-
ables as its nodes and for each i € [ there exists an edge from any variable x € vars(¢;) to variable
y;. Hence, we can define a rank, rank(x), for each variable x, as the maximum length of a backward
chain starting from x in the variable dependency graph. The rank of a premise is the rank of its

. . /i .
target variable. Then, for each x € vars(t;) of each premise (;, u;) =, (yi,u;) of the deduction rule,

it holds that rank(x) < rank(y;).
We define the process substitution o’ as follows:

rn | ai if x = x;,
o (x) = {o(x) ifx ¢ XpUY,.

Note that thus far this process substitution is not defined for variables from Y,. We extend the
definition while proving, by induction on the rank of a premise 7, three essential properties: for all
r, for all i € I such that rank(y;) = r,

() (o(1).0"(@) € R:
(2) (o' (6). E(ui)) =1, (0" (31), E(u})):
(3) (o). 0’ (3) € R.

Again, we do not show the proof of the induction base (» = 0) as it is an instance of the proof of
the induction step.

. . li . .
For the induction step, suppose » > 1. Let (#;,u;) =, (y;,u;) for some i € I be a premise of rank
r. First, we prove property (1). Let x € vars(¢;). We distinguish three cases:

(1) x € Xp. Thenx = x; forsome 0 < i < n. From the definition of o’ we have that o(x) = o(x;) = pi
and o’ (x;) = ¢; and we already know that (p;,¢;) € R. Thus, we have (6(x), o’ (x)) € R.

(2)x ¢ Xp and x ¢ Y. As o(x) = o/(x) and the identity relation is contained in R obviously
(o(x),0’(x)) € R.

(3)x € Yp. Then x = y; for some j € I. Obviously, also rank(y;) < rank(y;). Thus by the in-
duction hypothesis (property (3)) we have, (o(y)),0'(y})) € R. But, as x = yj, we also have
(o(x),0’(x)) € R.

From the fact that (o(x), 0’ (x)) € R for all x € vars(t;), we have, by Lemma 16, that (o(t;), o’ (t;)) € R;
which proves property (1).

As we have a proof of smaller depth for (o(¢;), E(u;)) —l>irl. (o(31),&(u})), by the induction hypothe-
sis, we have the existence of a process term ¢; such that (o’ (¢;), &(u;)) & r (q5,E@u))) and (6(3)), q}) € R.
We choose ¢/(;) to be g;. Observe that this proves existence of an appropriate process term o’(y;).
Then, we also have (o/(t;), E(u;)) 4 r (0'(¥), &) and (o(y:), 0’ (1)) € R, which prove properties
(2) and (3).
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Now, we finish our reasoning using process substitution ¢’ and the same data substitution and
deduction rule. Observe that indeed o’( f(xo, . ..,x,—1)) = f(q0,...,qn—1) = q. By property (2) we
have proven that there are proofs for all premises using the process substitution o’ and data
substitution & Then, according to the same deduction rule and using ¢’ instead of o, we have

(o' (f(x0,. .-, Xn—1)),&(u)) —l>r (o'(t'),&()). Since o’ (f(x0, - . ., Xu—1)) = f(q0,-- -, qn—1) = q,§w) =d
and &(u') = d’ we obtain (¢q,d) —1>, (o), d").

We only have to show that (o(¢'), o’ (') € R. By Lemma 16, it suffices to show that (o(x), o’ (x)) € R
for all x € vars(¢'). Three cases can be distinguished:

(1) x € X,. Thenx = x; for some 0 < i < n. We have that o(x;) = p; and o’ (x;) = ¢; and we already
know that (p;,q;) € R and x; = x. Thus, we have (o(x),o’(x)) € R.

(2)x ¢ Xp and x ¢ Yp. As o(x) = o/(x) and the identity relation is contained in R obviously
(o(x),0'(x)) € R.

(3) x € Yp,. Then x = y; for some j € 1. We have (a(y;),0'(y))) € R by property (3). But, as x = Vs
we also have (o(x), 0’ (x)) € R.

So this concludes the proof of Theorem 14. [

Example 17. Consider the transition system specification of Example 4. Obviously, all deduction
rules are in process-tyft format, hence, by Theorem 14, stateless bisimilarity is a congruence for all
process functions from the signature of this transition system specification.

4.2. Congruence format for state-based bisimilarity
In this section, we introduce a format for establishing process-congruence of state-based bisimi-

larity. First, we show that we cannot simply use the previously introduced process-tyft format.

Example 18. Consider a transition system specification in process-tyft format, where the signature
consists of three process constants a, b, and ¢, one unary process function f, and two data constants
d and d’ and the deduction rules are the following:

@ ) 3

(a,0) > (b,d") (b,d) > (bd") (f00),0) > (')

Then, we have: (a,d) <, (b,d). On the other hand, however, it does not hold that (f(a),d) <,
(f(b),d), since ( f(a),d) has an [ transition to (a,d"), while (f(b),d) only has an / transition to (b,d")
and these two states are not state-based bisimilar as the first one has an / transition due to deduction
rule (1), while the second one does not. Hence, state-based bisimilarity is not a process-congruence

(for f).

In the conclusions of the deduction rules of the above example, we have transitions that (poten-
tially) change the data state while keeping the process variable. That is the reason why we fail to
have that state-based bisimilarity is a process-congruence.

We remedy this shortcoming by adding more constraints to the format. Namely, we force the
links between process variables and data terms to remain consistent in each of the deduction rules
as follows.
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Definition 19 (Sfsb). A deduction rule dr of the following form

(G ur) =, () | i € 1)
(f(x05 e >xn—1)3 M) _>r (t/a M/)

is in sfsb format (for Standard Format for state-based bisimulation) if it is in process-tyft format
and satisfies the following constraints:

(1) If a variable x € X, appears in ¢, then v’ = u;

(2) If a variable y; € Y, appears in ¢/, then v’ = u;;

(3) If a variable x € X, appears in some #;, then u; = u;
(4) If a variable y; € Y, appears in some ¢;, then u; = u.

A transition system specification is in sfsb format if and only if all its deduction rules are.

Informally speaking, we foresee a flow of binding, as depicted below, between process variables
and data terms from the source of the conclusion to the source of the premises and the target of the
conclusion and from the target of the premises to the sources of other premises and finally, to the
target of the conclusion.

(f(@oy @iy ), ) =2, (Cla], )

(b)) e, () o (Clylws) S (i)
(f('rOv o ,J?n_1>, u) _l>T (C[yZ]v ul)

Theorem 20. If a transition system specification is in sfsb format, then state-based bisimilarity is a
process-congruence for that transition system specification.

Before proving this theorem, we first define the closure of a relation under state-based congruence
and give and prove a lemma that is very useful in the proof of Theorem 20.
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Definition 21. Let R C (C(X2) x C(Zg)) x (C(Zp) x C(Xq)). We define the relation R C (C(Zp) x
C(Zq)) x (C(Zp) x C(Eq)) to be the smallest reflexive process-congruence that contains R.
Formally, R is defined to be the smallest relation that satisfies:

D Ris reflexive;

@D RCR

(3) ((f(p()’ s Pn— 1) d) (f(q07 - qn— 1) d)) € R for all n- ary f € Ep, d € C(Zd)’ and all Pos---»
DPn—-1,90s - - - »qn—1 € C(Xp) such that ((p;,d), (g;,d)) € Rforall0 <i<n.

Lemma 22. Let R C (C(Zp) x C(Xg)) x (C(Zp) x C(Xg)), t € T(Zp), and d € C(Xq). For any pro-
cess substttutlons o and o' such that ((o(x),d), (6’ (x),d)) € Rfor all x € vars(t), we have ((o(t),d),
(o' (0),d)) € R.

Proof. By induction on the structure of process term ¢. The proof is similar to the proof of Lemma
16 which can be consulted in [23]. [

Proof of Theorem 20. It suffices to prove that state-based bisimilarity is a process-congruence for
each of the process functions of X,. Let f € X, be an n-ary process function. Let p; and ¢; be
closed process terms for 0 < i < n and let d € C(Xq). Suppose that (p;,d) <, (¢i,d) for 0 <i <
n. This means that there are state-based bisimulation relations R; (for 0 < i < n) that witness
these state-based bisimilarities. Let R be the union of these relations R;: R = [J;_( Ri. Obvious-
ly R is also a state-based bisimulation relation. We prove that the relation R contains the pair
((f(Pos - - s a—1),d), (f(q0s - - -, qn—1), d)) and that it is a state-based bisimulation relation. The first
part is obvious from the definition of R. _

So, we only have to prove the following for any ((p,d), (¢,d)) € R: if for an arbitrary —,, [,
p and d, (p,d) —l>, (p',d’), then there exists a ¢’ such that (g,d) —l>, (¢’,d") and ((p',d"), (¢',d"))
€ R and vice versa for transitions of g. Due to symmetry, it suffices to provide the proofs for the
transitions of p only.

We prove this by induction on the depth of the proof of a transition. We do not show the proof
for the induction base as it is an instance of the proof of the induction step where there are no
premises.

For the induction step, we distinguish three cases based on the structure of the definition of R.
In case the pair ((p,d), (¢,d)) is contained in the identity relation or the relation R, the proof is
obvious (and requires no induction at all). For the remaining case, we find p = f(po,. .., p,—1) and
q = f(qo,...,qn—1) forsome po,..., pr—1,90,...,qn,—1such that ((p;,d), (q;,d)) € Rforall0 <i < n.
The last step of the proof of the transition of p is due to the application of a deduction rule of the
following form:

l; .
{(ti,u)) =1, (yi,u)) | i €1}

F s+ s )st) —or ()

This means that there are a process substitution o and a data substitution & such that o(x;) = p; for
all0 <i<n,&u) =d,o(t’) = p'and £&') = d’. Furthermore, for each i € I, there exists a proof of

(0(t), £ui)) —, (0(31), E(u)) with smaller depth.
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Since we have assumed acyclicity of the variable dependency graph, we can define a rank, rank(x),
for each variable x, as the maximum length of a backward chain starting from x in the variable de-
pendency graph. The rank of a premise is the rank of its target variable. Then, for each x € vars(t;)

of each premise (#;, u;) —l>i,1. (v, u;) of the deduction rule, it holds that rank(x) < rank(y;).
We define the process substitution o’ as follows:

v )i if x = x;,
G(x)_{o(x) ifx ¢ X, UY,.

Note that thus far this process substitution is not defined for variables from Y,. We extend the
definition while proving, by induction on the rank of a premise r, three essential properties: for all
r, for all i € I such that rank(y;) = r,

(1) (), 6@, (0" (1), 6(i) € R;
(2) (0 (1), § ) =, (0 (1), E));_
(3) ((6(31), E@), (0" (1), EW)))) € R,

Again, we do not show the proof of the induction base (» = 0) as it is an instance of the proof of
the induction step.

For the induction step, suppose > 1. Let (#;,u;) —> r (i, u}) for some i € I be a premise of rank
r. First, we prove property (1). Let x € vars(¢;). We show that ((o(x;), Euy)), (0 (x;),E(uy))) € R. To
do this, the following three cases are distinguished:

(1) x € Xp. Then x = x; for some 0 < i < n. The source of the premise has process variable x; € Xp;
hence, by data-dependency constraint 3, u; = u. We also have that o(x;) = p; and o’/ (x;) =
g; and we alread/y know that ((p;,d), (gi,d)) € R an/q &(u) = d. Thus, we have ((o(x;), E(u;)),
(o' (xi),E(ui))) € R, ie., ((0(x),Ew)), (0" (x),6(w;))) € R. R

(2)x ¢ Xp and x ¢ Yp. As o(x) = o’(x) and the identity relation is contained in R obviously
((0(x),E@)), (o' (x),E("))) € R.

(3) x € Y. Then x = y; for some j € I. Hence, by data-dependency constraint 4, u; = u; Ob-
viously, also rank(y;) < rank(y;). Thus by the induction hypothesis (property (2)) we have,
((0(3),§@))), (6 (y)),6w)))) € R. But, as x = y;, and u; = w;, we also have ((o(x),&(u:)),

(0’ (x),£(u;))) € R.

From the fact that ((a(x),é(,zii)),(o*’(x),g‘(u,-))) €R for all x € vars(t;), by Lemma 22, we have
((o(t),&(u)), (o' (4;),&(u;))) € R; which proves property (1).
As we have a proof of smaller depth for (o(#), (u;)) —l>i,, (o(3),&(u})), by the induction hy-

pothesis, we have the ex1stence of a process term g; such that (o’'(t),&(u;)) —>,l (¢;,&(u;)) and
((o(y),EW)), (g}, 6u))) € R. We choose o "(») to be ¢;. Observe that this proves existence of an

appropriate process term o’ ( Vi) Then, obviously, we also have (o/(¢;), &(u;)) —>r1 (o' (3),&(u})) and

((e(y), W), (o' (0),E)))) € R, which prove properties (2) and (3).
Now, we finish our reasoning using process substitution o’ and the same data substitution and
deduction rule. Observe that indeed o’ (f(x,...,xs—1)) = f(q0s- . -,qn—1) = q. By property (2) we
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have proven that there are proofs for all premises using the process substitution o’ and data
substitution & Then, according to the same deduction rule and using ¢’ instead of o, we have

(o' (f(x0, - .-, Xn—1)),&(u)) _Z>r (o'(t'),&(u)). Since o’ (f(x0, . . ., Xu—1)) = f(q0,-- -, qn—1) = q,§w) =d
and £u) = d’ we obtain (¢,d) —, (o' (¢)),d").

We only have to show that ((o(¢'),d"), (6'(¢'),d")) € R. By Lemma 22, it suffices to show that
(0(x),d"), (0’ (x),d")) € R for all x € vars(t'). Three cases can be distinguished:

(1) x € Xp,. Then x = x; for some 0 < i < n. Hence, x € X, and by data-dependency constraint 1,
u=u'.Hence,d = &) = &) = 01 . We also have that o(x;) = p; and o’ (x;) = ¢g; and we al-
ready know that ((p;,d), (g;,d)) € R,x; = x,and d = d’. Thus, we have ((o(x),d"), (6’ (x),d"))
€ R.

(2)x ¢ Xp and x ¢ Yp. As o(x) = o’(x) and the identity relation is contained in R obviously
((o(x),d"), (0’ (x),d")) € R.

(3) x € Y. Thenx = y; forsome j € /. Hence, by data-dependency constraint 2, u} = u/. We obtain
d'=&u) = 5(”}) By property (3) we have, ((G()’j),éisu})), (0/(J/j),§(u}))) € R. But, asx = y,
and f;‘(u}) =d’', we also have ((o(x),d’), (¢/(x),d")) € R.

So this concludes the proof of Theorem 20. [

Next, we show that if the proposed format is relaxed in any conceivable way, the congruence
result is lost. The first example shows that we cannot remove data-dependency constraint 1.

Example 23. Consider a transition system specification, where the process signature consists of pro-
cess constants a and b, and a unary function symbol f’; the data signature consists of data constants
d and d’; and the following deduction rules:

) ———— @ —

(a,d") — (a,d") (f(0),d) = (x,d")

These deduction rules are in process-tyft format. Data-dependency constraint 1 is not satisfied by
deduction rule (2) as in the target of the conclusion the variable x € X, appears but d # d’. The
other data-dependency constraints are indeed satisfied.

The process-congruence result fails on the above specification. As both (a,d) and (b,d)
cannot performany transitions, wehave (a,d) <, (b,d). However,itdoesnothold that ( f(a),d) <,
(f(b),d) since the former state can perform a transition due to deduction rule (2) to (a,d’), while the
latter is forced to make the same transition to (b, d") and it clearly does not hold that (a,d’) <, (b,d")
(see deduction rule (1)).

The next example shows that we cannot remove data-dependency constraint 2.

Example 24. Consider a process signature consisting of process constants ¢ and b and a unary pro-
cess function f; a data signature consisting of data constants d and d’; and a transition system
specification with the following deduction rules:

(r.d) > (3.d)

(1) i .
(f(x0),d) = (y,d)

@ 3)

(@,v) > (@,v) (b,d) > (b,d)
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These deduction rules are in process-tyft format and all data-dependency constraints, except for
constraint 2, which is violated by deduction rule (3). This violation results in breaking the process-
congruence result. Two states (a,d) and (b,d) are state-based bisimilar. However, (f(a),d) is not
state-based bisimilar to ( f(b),d) since the former can perform a transition using deduction rule (3)
to (a,d’), while the latter performs a similar transition to (b,d’). These two states are not state-based
bisimilar as the former performs an /-transition and the latter deadlocks.

The next example shows that we cannot remove data-dependency constraint 3.

Example 25. Consider a transition system specification, where the process signature consists of pro-
cess constants a and b, and a unary function symbol f’; the data signature consists of data constants
d and d’; and the following deduction rules:

r,d) > (5,0)

@ @)

(f0).0) > (x,0)

The deduction rules are in process-tyft format and satisfy data-dependency constraints 1, 2, and 4.
Data-dependency constraint 3 is violated in deduction rule (2) since variable x € X, appears in the
source of the premise but d’ # v.

For this transition system specification, state-based bisimilarity is not a process-congruence. Al-
though we have (a,d) <, (b,d) (because both states deadlock), it is not the case that ( f(a),d) and
(f(b),d) are state-based bisimilar, since the former state can make a transition due to deduction
rule (2) while the latter cannot make any transition.

(@ d) 5 @d)

The next example shows that we cannot remove data-dependency constraint 4.

Example 26. Consider a process signature consisting of process constants @ and » and a unary pro-
cess function f; a data signature consisting of data constants d and d’; and a transition system
specification with the following deduction rules:

d) > (nd) (y.d) > (.d')
Hy —"  ® .

(a,v) 4 (a,v)

- B
(b,d) > (b,d) (fG).d) > (v, d)

The above deduction rules are in process-tyft format and satisfy all data-dependency constraints
apart from constraint 4. Deduction rule (3) breaks this constraint in the source of its second premise.
This also turns out to be harmful for the congruence property, since we have (a,d) <, (b,d) but
not (f(a),d) <4, (f(b),d) because deduction rule (3) allows for a transition of the former but not
the latter.

4.3. Congruence format for initially stateless bisimilarity

Later, when comparing congruence conditions for the different notions of bisimilarity, we show
that the sfsb format works perfectly well for initially stateless bisimilarity. However, it may turn
out to be too restrictive in application. The following example shows a common problem in this
regard.
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Example 27. Consider the following transition system specification (with process constants a and
b, unary process function f, and data constants d and d’) and the following deduction rules:

(x0,0) > (,0)
(fGx0,x1), 0) > (1, d)

This transition system specification does not satisfy the sfsb format and state-based bisimilarity
is not a congruence (since (a,d) <, (b,d), but it does not hold that (f(b,a),d) <, (f(b,b),d)).
However, it can be checked that initially stateless bisimilarity is indeed a congruence. The reason
is that although deduction rule (3) violates data-dependency constraint 1, the violating change in
the data is harmless since x|’s are now related using all data states including d’ (e.g., the above
counterexample does not work anymore since it does not hold that a < b).

ey 2 3)

(@,0) > (a,0) (b,d) > (b,d)

This gives us some clue that for initially stateless bisimilarity, we may weaken the data-depen-
dency constraints.

Definition 28 (Sfis/). A deduction rule dr of the following form

(s =, () | i € 1)
(dr) ,

(FX0r -+ s Xn1)st8) = (£'st))

is in sfis/ format (for Standard Format for Initially StateLess bisimulation) if it is in process-tyft
format and satisfies the following local (relaxed) data-dependency constraints:

(1) If a variable y; € Y, appears in ¢, then u’ = u;;
(2) If a variable y; € Y, appears in some ¢;, then u; = u.

Note that the above two constraints are the same as constraints 2 and 4 in Definition 19. However,
the two other data-dependency constraints of Definition 19 that were required for variables from
the set X, need not be satisfied for this format anymore. The reason of violating these constraints is
that we rely on the fact that certain positions are instantiated by process terms that are related for
all possible data. To formalize this concept, first we define positions for which the two constraints
are violated and then we check the global consequences of this violation.

Definition 29. A variable x € X, is called unresolved if
Jics(x € vars(t;y) = u #+ u;) vV (x € vars(t') = u #+u').

We define XIB to be the set of unresolved variables from the set X,,.

For each process function f, we define a set /V ¢ that contains indices of f for which we need
initially stateless bisimilarity because a data-dependency is violated with respect to the variable that
occurs in that position in the source of the conclusion. The set /V s contains at least the indices of
the unresolved variables of the f-defining deduction rules, but it may contain more indices due to
the use of f in other deduction rules in the target of the conclusion or the source of a premise.
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Definition 30. For a given transition system specification in process-tyft format, we define, for all
f € Ep, 1V y as a minimal set that satisfies, for all f-defining deduction rules dr:

(1) the indices of unresolved variables (i.e., variables from X') of dr are in IV y;
(2) for all n-ary process functions g € Xp: for each occurrence of a process term g(f, . . ., #,—1) In
the source of a premise or the target of the conclusion of dr:

Vietv,Vxevars)Ijev ;X = X;.

Note that with the above definition, it is possible that such a set does not exist. In such cases, the
global data-dependency constraint given below cannot be established. The following two examples
illustrate existence and absence of 1V ;.

Example 31. Consider the transition system specification of Example 27, in deduction rule (3), var-
iable x; is unresolved, and thus 1 € 7V . For the deduction rules defining the two constants a and
b, there are no unresolved variables and 1V, = IV, = @. The second global condition is trivially
satisfied for all IV sets.

Example 32. Consider the following transition system specification with process constants a, b, and
¢, unary process functions f and g, and data constants d, d’, and d”.

D - 2 — 3) ; ,
(a,d) — (b,d") (b,d) — (c,d") (c,d — (c,d")
(x0,d) = (0. d)
@ ; , ®) ; .
(ftxo),d) = (g(»0),d") (g(x0),d") = (xo,d")

In deduction rule (5), variable xg is unresolved and hence 0 € /V,. However, global constraint 2
requires that in deduction rule (4), yo = xo which is a contradiction (since 0 € IV, yo € vars()p)
and " is a unary process function). Hence, we may conclude that no consistent /V 4 exists. In fact,
one can check that initially stateless is not a congruence for the above transition system specifica-
tion, as it holds that a <> b but not f(a) <y f(b) ((f(a),d) after two steps arrives in (b,d”) which
deadlocks but (f(b),d) arrives in (c,d”) which can perform self-transitions).

Definition 33 (Sfis/). A transition system specification is in sfis/ format if all its deduction rules are
in sfisl format and furthermore for each process function f the set /V s exists.

Informally, this means that a deduction rule may change the data state associated with a process
term (arbitrarily) if according to the other rules, the process term is guaranteed to be among the
initial arguments of the topmost process function (thus, benefitting from the initially stateless bi-
similarity assumption). The positions of a process function f benefitting from the initially stateless
bisimilarity assumption are thus denoted by IV /.

Theorem 34. If a transition system specification is in sfisl format, then initially stateless bisimilarity is
a congruence for that transition system specification.
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Before we prove this theorem, we first define the closure of a relation under initially stateless
congruence and give and prove a lemma that is very useful in the proof of Theorem 34.

Definition 35 (closure with iniliglly stateless congruence). Let R C (C(2p) x C(Eg))x (C(Xp) x
C(Xq)). We define the relation R C (C(2p) x C(Xq)) x (C(Ep) x C(Xq)) to be the smallest rela-
tion that satisfies:

(1) R is reflexive;

2)RC R

3) (f(po,. ... pu1),d), (f(qo, - - .,qn-1),d)) € R for all n-ary f € Yp, d € C(Xy), and all py,. ..,
DPn—1,40, - - - »qn—1 € C(Xp) such that
(@) Vigry ,((pid), (g1 d)) € R; B
(®) View ;areccsy (pi-d"), (gi,d")) € R.

For a process term ¢, we define the set ¥{(¢) to be the set of variables that appear in the places
indicated by the sets IV ; (for all f).

Nx) =,
W f(to,. .. th—1)) = U vars(t;) U U Nt).

O<i<n,ielV ¢ O<i<n,ig¢lV ¢

Lemma 36. Let R C (C(Zp) x C(XZg)) x (C(Zp) x C(Xg)), t € T(Zp),d € C(Xq). For any two pro-
cess substitutions o and o’ such that

(D) ((o(x),d"), (' (x),d")) € R for all x € W(£),d" € C(Zq), and
(2) ((o(x),d), (' (x),d)) € R for all x € vars(t) \ W1);

we have ((o(f),d), (o' (¢),d)) € R.

Proof. By induction on the structure of process term ¢. In case ¢ is a variable, say x, we obtain
o) =o(x) and o'(f) =o'(x) and W¢) = Mx) =@. As x € vars(t) \ W(t), we have ((o(x),d),
(o' (x),d)) € R and therefore ((o(f),d), (¢/(£),d)) € R as well.

In case 7 is a constant, say ¢, we obtain o(f) = o(c) = ¢ = o’ (¢) = o/(f). Then, from reflexivity of
R, it follows immediately that ((o(?),d), (' (¢),d)) € R.

Finally, consider the case where t = f(, ..., t,—1) for some n-ary (n > 1) function symbol f € X,
and t; € T(Xp) (0 < i < n). If we prove

((o(t;),d), (0" (1;),d)) € R ey
foralli ¢ IV y, and
((a(4),d"), (0" (t:),d")) € R (2)

foralli € IV ; and d’ € C(Zq), then ((o(1),d), (0'(?),d)) € R according to Definition 35.

For the first part, assume that i ¢ IV ;. Then, by definition of V', we have I(#;) € W#). Therefore,
by the first assumption on o and o’ of Lemma 36, we have ((o(x),d’), (¢/(x),d")) € R for all x € Wt;)
and d’ € C(X4). By the first and second assumption and the fact that vars(s;) \ M) C vars(t), we
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have ((o(x),d), (6’(x),d)) € R for all x € vars(t;) \ M¢;). Thus, by the induction hypothesis, we have
((a(ti),d), (o' (t:),d)) € R.

For the second part, assume that i € IV y and that d’ € C(Xq). From the definition of ¥ we ob-
tain vars(t;) € W¢). Hence, by the first assumption on o and ¢’ of Lemma 36, we have ((o(x),d’),
(0’ (x),d")) € Rforallx e vars(t;). Thus, by the induction hypothesis, we have ((o(¢;),d"), (' (t;),d")) €
R U

Proof of Theorem 34. It suffices to prove that initially stateless bisimilarity is a congruence for each of
the process functions of ¥,,. Let f € X, be an n-ary process function. Let p; and g; be closed process
termsfor0 < i < nandletd € C(Xy).Suppose that p; <> ¢; for0 < i < n. Thismeans that there are
state-based bisimulation relations R; (for 0 < i < n) such that ((p;, d), (¢;,d)) € R;foralld € C(Xy).
Let R be the union of these relations R;: R = | i, R;. Obviously R is also a state-based bisimulation
relation. We prove that the relation R contains the pair ((f(po, .- -, Pa—1)>d), (f(q0s - - -, qn-1),d)),
for all d € C(Z4), and that it is a state-based bisimulation relation.

As ((p,d),(gi,d)) € R;andR; € R C R, forall0 < i < nandalld € C(Xy), it follows that ((p;,d),
(gi,d)) € R, for all 0 <i <n and all d € C(X4). Hence, by the definition of R obviously also
((f(po, - - -, Pa=1),d), (f(qo, - - . .qn-1),d)) € R, for d € C(Zy). _

So, we only have to prove the following for any ((p,d), (¢,d)) € R: if for arbitrary —,, [, p’ and
d, (p,d) —I>r (p',d"), then there exists a ¢’ such that (¢,d) —l>r (¢,d") and ((p',d"), (¢’,d")) € R and
vice versa for transitions of ¢g. Due to symmetry, it suffices to provide the proofs for the transitions
of p only.

We prove this by induction on the depth of the proof of a transition. We do not show the proof
for the induction base as it is an instance of the proof of the induction step where there are no
premises.

For the induction step, we distinguish three cases based on the structure of the definition of R. In
case the pair ((p,d), (q,d)) is contained in R due to reflexivity of R or due to the requirement that R
contains R, the proof is obvious (and requires no induction at all). For the remaining case, we find
p= fpo,...,pu—1) and g = f(qo,...,qn—1) for some po,..., Pu—1,90,- . .,qn—1 such that

Viﬁ]Vf((pi’ d), (qia d)) € E (3)

and

View rareccsg) (pi-d)), (qi,d")) € R. “4)

The last step of the proof of the transition of p is due to the application of a deduction rule of the
following form:

li .
{(tiyu)) =1, (yi,u)) | i € 1)

(SG0. - 1)) = (¢
This means that there are a process substitution o and a data substitution & such that o(x;) = p; for
all0 <i<n&u) =d, o’y = p'and £&W') = d’. Furthermore, for each i € I, there exists a proof of
(o(t;), E(uy)) —l>’ r (0(i), S(u;)) with smaller depth.
Since we have assumed acyclicity of the variable dependency graph, we can define a rank, rank(x),
for each variable x, as the maximum length of a backward chain starting from x in the variable
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dependency graph. The rank of a premise is the rank of its target variable. Then, for each x € vars(#;)

of each premise (¢, u;) — r (vi,u;) of the deduction rule, it holds that rank(x) < rank(y;).
We define the process substitution o’ as follows:

qi if x = x;,

o= {a(x) ifx ¢ Xy U Yy,

Note that thus far this process substitution is not defined for variables from Y,. We extend this
definition while proving, by induction on the rank of a premise r, three essential properties: for all
r,for all i € I such that rank(y;) =r,

(1) (o (), §(ui)), (lq/(ti),é(ui))) € R;
(2) (&' (t), Eui)) =, (0" (1), Eu}));
(3) (@), @), (0" (31), Euy))) € R.

Again, we do not show the proof of the induction base (» = 0) as it is an instance of the proof of
the induction step.

. . IF . .
For the induction step, suppose » > 1. Let (#;,u;) =, (i, u;) for some i € I be a premise of rank
r. First, we prove property (1). We aim at using Lemma 36. Hence we prove

Vxevars(ti)\l/(ti)((a(x):5(”1’))7 (O'/(x)ss(“i))) €eR ®)

and

Veerndrecsy) ((0x),d"), (0’ (x),d")) € R (6)
by induction on the structure of term ¢;.

(1) Suppose that #; is a variable, say x. Then vars(;) \ N¢;) = {x} \ @ = {x}. For the first property,
we distinguish three cases:
e x ¢ X, and x ¢ Y,,. Then, we have o(t;) = o’(t;). Since R is reflexive we obtain ((o(x), £(u;)),
(0'(x),&w))) € R.
ex €Yy Then x=y; for some jel. Hence, by local data-dependency constraint 2,
u = u}. Observe that rank(y;) < r. By the induction hypothesis (property (3)), we have
((o(y)),6@))), (o' (y),6W)))) € R. Hence, as y; = x and &(u;) = &(u;), we have ((o(x), E(uy)),
(o' (x),E(ui))) € R.
e x € Xp,. Then, x = x; for some 0 < j < n. We distinguish two cases:
o j € IV y. Then, we use assumption (4) to obtain the desired ((o(x),&(u;)), (o' (x),&(u;))) € R;
o j ¢ IV y. Then by assumption (3) we have ((p;,d), (¢;,d)) € R. By definition of I}/ we obtain
that x; is not an unresolved variable. Hence, by definition of unresolved variables, we have
u; = u. Hence d = &(u) = £(u;). Thus, we have ((o(x), £(u;)), (' (x), E(u;))) € R.

The second property holds trivially, as /(#;) = @.
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(2) Suppose that ¢; is a process constant, say c. Then both properties hold trivially, as vars(;) = @
and 1) = 9.

(3) Suppose that #; = g(ty,...,t,_,) for some n'-ary process function g € X, and t]/. e I(Xp) for

0 < j < n’.For the first property observe that x € vars(t;) \ M¢;) implies thatx € vars(t]/.) \ V(t]/.)
for some j ¢ IV ,. By the induction hypothesis (first property), we then have ((o(x),&(u;)),
(0'(x),&ui))) € R.
For the second property observe that x € 7(#;) implies (1) x € vars(t]/.) for some 0 < j < n’
such that j e IV, or (2) x € V(tj’.) for some j ¢ IV,. In the first case, the global data-de-
pendency constraint requires that x =x; for some 0 < k < n such that k € IV ;. We have
o(x) = pr and o’ (x) = g;. Using assumption (4) we then obtain ((o(x),d”), (¢/(x),d")) € R for
all d” € C(Z4). In the second case, by the induction hypothesis (second property), we have
((o(x),d"), (0’ (x),d")) € R for all d" € C(Zyq).

From property (1), we have that ((o(t;), &u;)), (0 (t;), E(u;))) € R. We also have a proof of smaller
depth for (o(;), £(u;)) & r (0(3),&(u})). Then, by the induction hypothesis, we have the existence of

a process term ¢; such that (o’ (%;), £(u;)) —l>i,i (¢, €@})) and ((6(»),E))), (¢}, &(u)))) € R. We choose
o’ (i) to be ¢;. Observe that this proves existence of an appropriate process term o’(y;). This con-
cludes the proof of properties (2) and (3).

Now, we finish our reasoning using process substitution o’ and the same data substitution and
deduction rule. Observe that indeed o’ (f(x,...,xs,—1)) = f(q0,- . -,qn—1) = q. By property (2) we
have proven that there exist proofs for all premises using the process substitution ¢’ and data
substitution &. Then, according to the same deduction rule and using o’ instead of o, we have

(o' (f(x0, .- ., Xn—1)),Ew)) _I>r (o'(t'),&')). Since o’ (f(x0, - . ., Xu—1)) = f(q0,-- -, qn-1) = q.Ew) =d
and £u) = d’ we obtain (¢,d) —, (@' (¢),d"). B

We only have to show that ((o(¢'),d’), (o’ (¢'),d’)) € R. We aim at using Lemma 36. Hence we
prove

VXGUGFS(I/)\WI/)((G(x)a d/)a (O’/(X), d/)) € R (7)

and

Vyens)drec(zy) ((0@),d"), (o' (x),d")) € R (®)
by induction on the structure of term #'.

(1) Suppose that ¢ is a variable, say x. Then vars(¢') \ (¢') = {x} \ ¥ = {x}. For the first property,
we distinguish three cases:
ex ¢ X, and x ¢ Y,,. Then, we have o(t;) = o/(#;). Since R is reflexive we obtain ((o(x),d’),
(0’'(x),d")) € R.
e x € ¥,. Thenx = y; for some j € I. Hence, by local data-dependency constraint 1, ' = u; By
property (3), we have ((o(yj),s(u})), (a/(yj),g(u}))) € R.Hence,as y; = x and £(u)) = &) =
d’, we have ((o(x),d"), (¢’ (x),d")) € R.
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e x € Xp. Then, x = x; for some 0 < j < n. We distinguish two cases:
o j € 1V ;. Then, we use assumption (4) to obtain the desired ((o(x),d")), (o’ (x),d’)) € R;
o j ¢ IV r, then by assumption (3) we have ((p;,d), (g;,d)) € R. By definition of 7V we obtain
that x; is not an unresolved variable. Hence, by definition of unresolved variables, we have
u = u. Hence d = &u) = £E(') = d’. Thus, we have ((o(x),d"), (¢’ (x),d")) € R.
The second property holds trivially, as ¢') = .
(2) Suppose that ¢’ is a process constant, say c¢. Then both properties hold trivially, as vars(¢') = ¢
and (¢') = 0.
(3) ' =g(t,....t,_,) for some n'-ary process function g € X, and t]’. € T(%p) for 0 < j < n'. For
the first property observe that x € vars(¢’) \ V(¢') implies that x € vars(t}) \ V(tj/-) for some j ¢
1V 4. By the induction hypothesis (first property), we then have ((o(x),d’), (o' (x),d")) € R.
For the second property observe that x € W¢') implies (1) x € vars(tj/-) for some 0 < j <n’
such that j e IV ; or (2) x € V(tj’.) for some j ¢ IV,. In the first case, the global data-de-
pendency constraint requires that x =x; for some 0 < k < n such that k € IV ;. We have
o(x) = pr and o’ (x) = g;. Using assumption (4) we then obtain ((o(x),d"”), (¢’(x),d")) € R for
all d” € C(Zq). In the second case, by the induction hypothesis (second property), we have
((o(x),d"), (0’ (x),d")) € Rforalld” € C(Zy).

So this concludes the proof of Theorem 34. [

Example 37. Consider the transition system specification of Example 4. Obviously the deduction
rules are in process-tyft format. They also satisfy the sfisl format as no variables introduced in the
target of any premise are used in the source of a premise or in the target of the conclusion. Variable
x1 in deduction rule (5) is unresolved. Hence, we obtain IV y O {1}. As the process function f"is not
used in any other deduction rule we find 7V y = {1}. Obviously, for all process constants we find that
the set IV is empty: IV, = IV, = IV, = (. Hence, the transition system specification is also in sfisl
format. From this we conclude that initially stateless bisimilarity is a congruence.

In the next two examples, we show that none of the two constraints of sfisl can be relaxed in any
conceivable way.

Example 38. Consider the following transition system specification (with process constants a, b,
¢, and ¢/, unary process function f, and data constants d and d’) and the following deduction
rules:
o —— @ —
(a,d) — (¢,d) (b,d) — (c',d)
l
(x,v) = (y,d)
“4) -

G —
(e.d') > (c,d) (f().0) > (3, d")

The deduction rules (1)—(3) are in sfisl format, trivially. Deduction rule (4) does not satisfy local
data-dependency constraint 1, since y € ¥, but d # d’. Local data-dependency constraint 2 and the
global data-dependency constraint are satisfied (with IV = ¢).
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That initially stateless bisimilarity is not a congruence w.r.t. f can be seen as follows: we have that
a <>,y b, but not that f(a) <y f(b) since (f(a),d) can perform a transition to (c,d’) while (f(b),d)
is forced to perform the same transition to (¢’,d’) and it does not hold that (c,d’) <y, (¢/,d").

Example 39. Consider the transition system specification from Example 38 with deduction rule (4)
replaced by

w0 0) > (1) (hd) > )

(06, 1) > (/. 0")

The deduction rules (1)—(3) are in sfisl format, trivially. Deduction rule (4) satisfies local data-de-
pendency constraint 1 of sfisl, but local data-dependency constraint 2 is not satisfied as y € ¥, but
d’ # v'. The global data-dependency constraint is satisfied by this transition system specification.

That initially stateless bisimilarity is not a congruence w.r.t. f* can be seen as follows: a <>,y b
holds, but it does not hold that f(a) <>,y f(b) since (f(a),d) is able to perform an / transition (due
to rules (4), (3), and (1)) while (f(b),d) deadlocks.

4

4.4. Comparing congruence results

When motivating different notions of bisimilarity, we stated that state-based bisimilarity is con-
sidered the weakest (least distinguishing) and least robust notion of bisimilarity with respect to data
change. This statement, especially the least robust part, may suggest that if for a transition system
specification state-based bisimilairty is a congruence, stateless and initially stateless bisimilarity are
trivially congruences, as well. This conjecture can be supported by the standard formats that we gave
in this section where the state-based format is the most restrictive and stateless is the most relaxed
one. Surprisingly, this conclusion is not entirely true. It turns out that congruence for state-based
bisimilarity is indeed stronger than congruence for initially stateless bisimilarity but incomparable
to congruence for stateless bisimilarity. A similar incomparability result holds for congruence for
initially stateless bisimilarity versus stateless bisimilarity, as well.

The following two examples show that congruence results for state-based bisimilarity and state-
less bisimilarity are incomparable. In other words, there are both cases in which one of the two
notions is a congruence and the other is not.

Example 40. Consider the following transition system specification (with process constants ¢ and
b, unary process function f', and data constants d and d’) and the following deduction rules:

@) @) :

(@,d) > @d) (fla),d) > (@d)

In the above transition system specification, the process constants @ and b are not stateless bisimilar
and hence, congruence of stateless bisimilarity follows trivially. However, we have (a,d) <, (b,d),
but not (f(a),d) <, (f(b),d). Hence, congruence of state-based bisimilarity does not hold.

Example 41. Consider the following transition system specification (with process constants a, b, and
¢, unary process function 1, and data constants d and d’) and the following deduction rules:
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)] )

(ed) D e.d) (fl@).d) > (b,d)

3) “

(fb).d) > (e.d) (f©.d) > (a.d)

State-based bisimilarity is obviously a congruence though the transition system specification does
not satisfy the proposed format. Now, consider the processes a and b. These two processes are
stateless bisimilar, however, f(a) and f(b) are not stateless bisimilar, since (f(a),d) can make a
transition to (b, d), whereas (f(b),d) is forced to make a transition to (¢, d). Clearly, b and c are not
stateless bisimilar (due to their difference w.r.t. data state d’).

The following lemma states that if state-based bisimilarity is a congruence, then initially stateless
bisimilarity is a congruence as well.

Lemma 42. For a transition system specification, if state-based bisimilarity is a congruence, then ini-
tially stateless bisimilarity is a congruence, as well.

Proof. Suppose that p; <y ¢; for 0 < i < n. By definition this means that there exist state-based
bisimulation relations R; such that ((p;,d), (¢;,d)) € R; for all d. Since state-based bisimilarity is a
congruence (by assumption), we have, for each d, the existence of a state-based bisimulation relation
Sq such that ((f(po, ..., pu—1).d), (f(qo, - - . qn-1),d)) € Sq. Let S = |J, S4, and observe that S is a
state-based bisimulation relation such that, for all 4, ((f(po, .- ., pi—1).d), (f(q0, - - -, qn-1),d)) € S.
This means that f(po,...,p.—1) <5q f(q0,--..qn—1). O

Corollary 43. If a transition system specification is in sfsb format, then initially stateless bisimilarity
is a congruence for it.

Lemma 42 shows that congruence for initially stateless bisimilarity is either stronger than or
incomparable to congruence for stateless bisimilarity (since in Example 41, we have already shown
that there exists a case were state-based bisimilarity, thus initially stateless bisimilarity, is a congru-
ence but stateless bisimilarity is not). To prove the incomparability result, we need a counterexample
where stateless bisimilarity is a congruence but initially stateless bisimilarity is not (the counterex-
ample of Example 40 does not work in this case). The following example establishes this fact.

Example 44. Consider the following transition system specification (with process constants a, b, and
¢, unary process function f, and data constants d and d’) and the following deduction rules:

(1) 2 (3)

(@d) > @d) byd) 5 (e,d) (,d) 5 (e,d)

€] ®) )

(fa).d) > (e.d) (fb)d) > (e.d')

According to the above transition system specification, none of the three constants a, b and ¢ are
stateless bisimilar, thus congruence of stateless bisimilarity is obvious. However, we have a <> b

but not f(a) sl f(b)
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So, to conclude, we have proved in this section, that congruence for state-based bisimilarity
implies congruence for initially stateless bisimilarity (and not vice versa). However, proving con-
gruence for stateless bisimilarity does not necessarily mean anything for congruence for the two
other notions.

4.5. Seasoning the process-tyft format

The deduction rules in all three proposed formats are of the following form:

L .
{(ti,u)) =5, (i, u}) | i €1}

(f s+ s X)st) —r (1)

Using this form we cannot go far with proving congruence properties of existing theories since there
are many other constructs and patterns that are not present in the above format. In this section, we
show how to exploit the formats in presence of such constructs.

4.5.1. Deduction rules in tyxt format
A common type of deduction rules used in transition system specifications is the /yx¢ form which
has the following structure:

{(tur) =, () | i € 1)
(dr) .

(1) — (1)

Rules of the above form fit within the zyft form if we replace it with a copy the above rule for each
function symbol f" € X, with (arbitrary) arity n where all occurrences of x are substituted with
fx0, ..., xp—1) With x; ¢ vars(dr) for 0 < i < n:

(GLFC0s - Xn) i) =, (i) € 1)

(F s+« s g 1)s 1)~ (CLf s« s ) 2L t)

Observe that the resulting deduction rule is in process-tyft format indeed. In [23], it is shown that
the original transition system specification and the unfolded one are transition equivalent (meaning
that the same transitions can be derived).

For our congruence results there is no problem in also allowing deduction rules in tyxt format.
It is not necessary to explicitly transform the transition system specification as described above
to apply our congruence results for stateless and state-based bisimilarity since deduction rules in
tyxt format transform into deduction rules in process-tyft format and since any data-dependency
constraint involving x in the original deduction rule is replaced by data-dependency constraints
involving the x; variables in the unfolded deduction rule and vice versa.

Checking whether initially stateless bisimilarity is a congruence is not as straightforward due
to the global data-dependency constraint. There are two simple solutions. First, check whether
state-based bisimilarity is a congruence; if so, so is initially stateless bisimilarity. Or second, check
congruence of initially stateless bisimilarity on the unfolded transition system specification.

(dry)
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4.5.2. Deduction rules with predicates

Another common phenomenon is the presence of predicates. Predicates of the form P(¢, u) may
be present in the premises or the conclusion of a deduction rule. Thus, we allow deduction rules of
the following forms:

li . .
{(ti,ui) =, isupli € IYUAPi(t},07) | j € J}

(dr1) ;
(f(x()a .. 9xﬂ*1)7 M) _>I" (t/a 1/[/)

and

() =, )i € Iy UL}y 0)) | j € J)
(dra) .
P(f(x07 oo axnfl)a Z/l)

Predicates can be dealt with in the above formats, as if they are source of a transition relation.
This can be formally proved by introducing a fresh dummy transition relation for each predicate
and replacing occurrences of that predicate in premises by this transition relation with a target
consisting of a fresh dummy process variable and a fresh dummy data variable and occurrences
in conclusions by this transition relation with a state consisting of a fresh process constant and a
fresh data constant in the target. This transformation is similar to the transformation from [5] for
the path format.

Hence, a deduction rule of the form (dr) is replaced by a deduction rule of the form

oy 0 2 Gu)li € YU (&), 0)Rp, (21 w)) | j € J)
| s

(FX0r -+ s Xn1)st8) = (£'s11))

where the z; are all different process variables that did not occur in (dr) and the w; are all different
data variables that did not occur in (dry).
A deduction rule of the form (dr») is replaced by a deduction rule of the form

(o)) =, Q)i € 1Y U 0)Rp, 1wy | j €J)
(f(xo’ o 7xl’l—1)9 u)RP(a7 d)

where additionally a is a process constant such that a ¢ ¥, and d is a data constant such that
d ¢ 3¥4.

As before, this transformation does not have to be carried out explicitly. Observe that the original
transition system specification is in process-tyft format (by considering the arguments of the pred-
icates as sources of premises and conclusions) iff the transformed transition system specification is
in process-tyft format. Thus, stateless bisimilarity is a congruence for the original transition system
specification iff it is a congruence for the transformed transition system specification.

With respect to the sfsb format, observe that the sources of data-dependencies are the same for
the original rules and the transformed rules. This is due to the decision to treat the argument of

(drh)
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the predicates as sources of conclusions and premises. Also observe that there are new targets of
premises introduced by the transformation, but those only contain fresh variables and can therefore
never be used to satisfy a data-dependency constraint. Hence, the transformed transition system
specification satisfies the sfsb format iff the original transition system specification does.

For the local data-dependencies of the sfisl format a similar observation holds. For, the new
process constant a, we find 7V, = @ and for all other process constants and functions we find that
the sets 7V are the same for the original transition system specification and the transformed one.
Therefore, the transformed transition system specification satisfies the sfisl format iff the original
transition system specification does.

4.5.3. Deduction rules with negative premises
As argued by Groote [20], it is often convenient to describe that certain activity can be performed
based on the absence of certain actions. Thus, we allow for deduction rules of the following form:

li . l; .
{(tiu)) =y, Qi) 1 € YU {(tj,u)) 4, | j € J)

F0r -+ o X)) = (£t

(dr)

For such transition system specifications another definition is required of what a proof of a
transition is (see [20,39]). Not every transition system specification with negative premises defines a
transition relation. Different interpretations of negative premises can be considered (see [40]), but
here we adopt the interpretation put forward by [20]. A sufficient condition for the existence of a
transition relation is that the transition system specification is stratifiable.

A stratification is a metric on formulae that, for each deduction rule of the transition system
specification, does not increase from conclusion to all positive premises and strictly decreases from
conclusion to negative premises (i.e., if a stratification for all rules exists). For stratifiable transition
system specifications, our congruence results can be used safely.

5. Applications of the formats

In this section, some process languages from the literature for which an operational semantics is
provided by means of a transition system specification with a data state are considered.

For each of these languages, we establish which of the notions of bisimilarity introduced in this
article are used (possibly with a different formulation) and whether the deduction rules are in the
corresponding format. We focus on stateless bisimilarity and initially stateless bisimilarity as these
seem to be of most interest in these applications.

5.1. The coordination language Linda

In [11], the operational semantics of Linda is given using a combination of SOS rules and a
structural congruence. As this kind of transition system specification is not purely in the format
used in this article, we have transformed it in such a way that it fits the format (by extending the
language with a process constant €). A formulation of this semantics without the constant € is also
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possible, but the resulting transition system specification is much larger. In this section, we apply
the proposed formats on the extended language. Process constants (atomic process terms) in this
language are € (for terminating process), ask(f) and nask(#) (for checking existence and absence of
tuple ¢ in the shared data space, respectively), te// () (for adding tuple ¢ to the space) and get(¢) (for
taking tuple ¢ from the space). Process composition operators in this language include non-deter-
ministic choice (+), sequential composition (;), and parallel composition (||). The data signature of
this language consists of a constant {} for the empty multiset and a class of unary function symbols
U{¢}, for all tuples ¢, denoting the union of a multiset with a singleton multiset containing tuple ¢.
The operational state of a Linda program is denoted by (p, ¢) where p is a process term in the above
syntax and ¢ is a multiset modelling the shared data space.

The transition system specification defines one relation — and one predicate |. Negative premis-
es and deduction rules in tyxt format are not used.

The deduction rules of our reformulation of the SOS for Linda from [11] are the following:

. @2 ,
(&) @ (ask(1), s U{1}) = (e,c U {1})

3) NG ;
(tell(t), ) = (e, U{1}) (get(t), s U{t}) — (€, )

[t ¢ ¢l ©) (x0,6) | 7 x1,9) |
(nask(t),§) = (€,6) (0 +x1,6) 4 (xo +x1,6) 4
® (x0,6) = (v, ¢") 9 1, 6)— (v, 6"
(0 +x1,6) = (1, ¢ (0 +x1,6) = (1, ¢
(x0,6) = (v, ¢") (x0,6) 4 (x1,6) = (¥, ")
(10) , 1
(x0; x1,6) = (¥ x1,6") (x0; x1,6) = (»,¢")
1) (x0,6) = (¥, ") e 1, 6)— (»,¢" ’
(xollx1, ¢) = (¥lIx1, ") (xollx1, §) = (xolly, s
(14) (x0,5) 1 (x1,6) i, 15) (x0,6) 1 (x1,6) ¢‘

(x0; x1,6) | (xollx1,¢) 4

Obviously these deduction rules are all in process-tyft format (with appropriate seasoning for
termination predicate | ). As a consequence, stateless bisimilarity is a congruence. Initially stateless
bisimilarity is a congruence for all operators except parallel composition. Note that 7V, = ¢ and
1V. = {1}. Thus, initially stateless bisimilarity is a congruence for the sequential part of Linda.

Because congruence of initially stateless bisimilarity w.r.t. parallel composition cannot be con-
cluded using our format, we may wonder whether this result must have been expected. In the
following example, we show that this is indeed the case and the indications given by our format are
true (i.e., initially stateless bisimilarity is not a congruence for the language with parallel composition
operator).
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Example 45. Consider the processes p = ask(1) ; (nask(l) ; ask(2)) and g = ask(1) ; nask(1l). Accord-
ing to the above transition system specification, it holds that p <, ¢ (in both processes, using an
arbitrary common initial state, either ask(1) executes followed by deadlock or both deadlock imme-
diately). However, if we compose each of the two processes in parallel with the process r = get(1),
then the two processes may behave differently for some data states. For example, consider the data
state {1,2}. For this data state, one execution path of (p || r, {1,2}) is: first executing ask(1) from p
successfully, then get(1) from r (thus, resulting in data state {2}), and executing nask(1) followed by
ask(2) successfully. However, all possible executions of (g || »,{1,2}) can never make four consec-
utive transitions before termination. Thus, we conclude that initially stateless bisimilarity is not a
congruence with respect to the parallel composition.

5.2. The timed process algebra timed wCRL

In [21], a timed extension of the language ©CRL, called timed «CRL, is defined. In this section,
we consider a fragment of this language consisting of the following process constants and functions:

e process constants: 8, (a) ,c4;

e unary process functions: [ Y _ s CDers
. . x xev
e binary process functions: _+ _, _-_, (_<b> pep, _ | _-

The meaning of the sets 4, V, T, and B, and the meaning of the process constants and functions
are irrelevant. The process functions that we do not consider here are either only introduced for
axiomatization purposes (|| , |, <) or renaming of actions (dx, pr, 7). The transition system spec-
ification defines the following predicates and relations:

/);

e a ‘delay-predicate’ U;
e a family of ‘action-termination’ predicates <

a
—
e a family of ‘action-transition’ relations ( )
e a ‘time-transition’ relation _ 4 .
The data state consists of an element of the set 7' (reflecting time). In [21], U(p,?) is written as

U(t,p) and (p,t) 5V is written as (p,t) 5 (v,t). In this section, we use the notations U(p, 1)
and (p,t) % V. The deduction rules are given below.

) — 2) , 3)
(a,t) S v Ula, t) UG, 1)
(x0,8) > v (x0,0) = (3,1)
(4) —. , ,
(xp +x1,t) >V (x0 +x1,t) = (p,t)

I I
(x1 +x0,2) =V (x1 +x0,t) = (y,t)
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Utxo, 1) gy o) Ly
Ulxo +x1,0)°
U(x1 + x0, 1)

(6)

1 b
(x0-x1,t) — (x1,1)

/
) (xo,t)—[>(y,t) ’ ©) Ulxo, 1) ,
(x0-x1,) = (y-x1,t) Ulxo - x1,0)
/ /
(10) (x0,t) =V szb]’ 1) (x1,t) =V [k'l&b],
(xo<brx1,t) >V (xo<brx1,t) >V
/ l
1) (x0,2) — (y,l)l [|=b]’ 13) (x1,¢) —> (y,t)l [k&b]’
(xp<ab>x1,t) = (p,t) (xo<b>x1,t) = (y,t)
(14) U(xo, 1) [|=b]’ 15) U(xy, 1) [b&b]’
U(xg<br>xp,1) Ulxg <b>xp,1)
I I
16) (x[e/v], 1) —>\/’ a7 (x[e/v],t) — (y,t)’ (18) U(X[e/v],t)’
(Zx,t) Ly (Zx,t) L (o) U(szx’t)
I I ,
19) (x,t)—:\/’ 20) (x,t)—: (y,t), 21 U(x, 1) Etét]
(x<t,t) =V (x<t,t) = (y,t) Ux<t', 1)

Ux,t) [t<T?]
(x,t) — (x,t/)’

(22)

/ r N o
23) (x0,2) > v (x1,8) >V [)/(1,1)—1],

l//
(xo llx1,8) =V

(x0.1) - v (x0.£) > (w1

(24) , (25)

l b
(xo llx1,2) — (yllxi,1)
I I
(x1 | x0,2) — (x1,1) (x1 [l x0,2) — (X1l y,2)

i
(xo llx1,2) — (x1,1)

/ r N o N
26) (x0,2) =V (x1,t) = (1) [V(l,l)—l],

l// Z//
(xolx1,2) — (y,t)  (x1llx0,t) = (y,1)
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(x0.0) > (0nt) (i) > e LT = 1]

b

l//
(xo llx1,2) — (o lln,t)

Ulxo,?)  Ulx1, 1)
(28) .

U(xo || x1,0)

Observe that in this transition system specification two relations and two predicates are used.
Negative premises do not occur, but there is a deduction rule in tyxt format.

The equivalence used in [21] for timed wCRL process terms is timed bisimilarity, which coincides
with our notion of initially stateless bisimilarity. The definition of timed bisimilarity in [21] does
not require the delay predicate to be transferred between related processes. The notion of initially
stateless bisimilarity presented in this article is based on transferring all predicates and relations
used in the transition system specification. This difference is not problematic as it can easily be
proved that any two timed bisimilar process terms are also initially stateless bisimilar and vice
versa. Congruence of timed bisimilarity is claimed without proof in [21]. In [33], a reformulation of
the semantics of timed ©wCRL is given in such a way that the data state is encoded into the process
terms at the expense of an auxiliary operator. Then, the notion of timed bisimilarity corresponds
with the traditional notion of bisimilarity, for which congruence is proven using traditional means.

Stateless bisimilarity. Note that although stateless bisimilarity is not considered in [21], from the
format of the deduction rules, congruence for this equivalence follows easily.

State-based bisimilarity. All deduction rules of timed #CRL are in sfsb-format except for deduc-
tion rule (22). For this deduction rule, the data-dependency constraints 1 and 3 of sfsb are violated
in the target of the conclusion and the source of the (only) premise asx € X, but#’ # ¢ (note that da-
ta-dependency constraints 2 and 4 are respected by this rule). Hence, state-based bisimilarity cannot
be concluded to be a congruence for any of the non-nullary! process functions of timed CRL.

Nevertheless, using traditional means one can quite easily establish that state-based bisimilarity
is a congruence for some of the operators, for example alternative composition.

Initially stateless bisimilarity. Before we discuss initially stateless bisimilarity in more detail we
emphasize that deduction rule (22) needs to be unseasoned before the format can be applied.
Deduction rule (22) maps to a collection of deduction rules of the form

U(f(x0, - -, xp—1),2) [t < ']
(22¢) t ;
(f(x();""xn—l)st) - (f(x03"'3x}’l—1)at/)

one for each n-ary process function f in the signature of timed wCRL.

All deduction rules of timed wCRL except for deduction rules derived from deduction rule (22)
for non-nullary process functions are in sfsb-format. Thus, with respect to the local constraints of
sfisl, only those derived deduction rules have to be considered.

Note that the set of variables Y}, is empty for such a deduction rule. Hence, the local data-depen-
dency constraints of sfisl are satisfied trivially.

I For nullary process functions there is no data-dependency at all.
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For an arbitrary function symbol f with arity n, the set of unresolved variables consists of the
indices of all arguments. As a consequence, IV r 2 {0,...,n — 1}. For all process functions, except
for sequential and parallel composition, the defining deduction rules do not contain any occurrenc-
es of process functions in the source of a premise or in the target of the conclusion. Hence, for all
those process functions, we obtain /V 1 is the set of all indices of f.

For sequential composition (deduction rule (8)) and parallel composition (deduction rules (25)
and (27)) the occurrences of y, 19, and y; in the use of the process functions do not satisfy the
requirement that these should be initial variables (€ X;). Hence, for those process functions, the
set IV does not exist. Therefore, congruence of initially stateless bisimilarity w.r.t. those process
functions cannot be concluded. For the other process functions, as they are independently defined
operationally, congruence can be concluded.

We claim that a reformulation of the operational semantics of timed £ CRL without the predicate
U along the following lines results in an ‘equivalent’ transition system specification for which the
sfisl format can be applied to obtain congruence:

(x0,8) = (3,1) (x0,8) = (30,")  (xi,t) = (m,t)

b

(x0-x1,¢) = (¥ -x1,) (x0 lx1,) = (30 m,2")

The reason is that the first argument of sequential composition and both arguments of parallel
composition are no longer forced to be part of the set //” which avoids the problem with y, yy, and
»1 not being initial variables. Calculation of the sets /V. and IV gives: [V. =@ and IV | = 0.

5.3. The hybrid process algebra HyPA

In [14], a process algebra is presented for the description of hybrid systems, i.e., systems with both
discrete events and continuous change of variables. The process signature of HyPA consists of the
following process constants and functions:

e process constants: 8, €, (@) e, (€)cecs
e unary process functions: (d > _)ep, (On () pcas
e binary process functions: &, ©, », >, ||, | ,and |.

Negative premises and rules in tyxt format are not used in this transition system specification.

We refrain from giving further information about the intended meaning of the sets 4, C, and D,
and the meaning of the process constants and functions as these are irrelevant to the application
of our congruence theorems on this language. The data state consists of mappings from model
variables to values, denoted by Val. The data signature is not made explicit.

The transition system specification defines the following predicate and relations:

e a ‘termination’-predicate v';

. . o . !
e a family of ‘action-transition’ relations (_ — _) ;
leAxVal

. o, . o
e a family of ‘flow-transition’ relations (_ ~ .
oceT—Val
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Also, the meaning of the set 7 is irrelevant for our purposes. The deduction rules are given below.

[(v,0) = c] [dOM(G) [0, 71]

| ) - ,

@ (e,v) v @ (a,v) = (€,v) ©) (¢,v) ~ (¢,0())

@ V) Erd] (xV) v 5 W) Erd] (x0) S (v0)
(d>x,v) v ’ (d>xv) > (p0") ’

G o) ¥ - (mﬂACWW’

(x0 ® x1,v) v~

(X1 @ x0.v) ¥ (xo@xl,V)—l>(y,v’)

(x1 & x0,v) > (y.v)

g oY e (x0.v) = (3.0')
(x0 © yo.v) v (XOOX1,U)—I>(y®x1,V/)’

(xo.v) v (xv) > (p)

(10) ;
(xo © x,v) = (3,v)

(x0,v) v (x0,1) > (30')

G v ’

(1n : :
> X, > X,
(robrn ) ¥ (xo»x;,v) = (y»x,v)

(X0 x1,v) > (y»xi,V)

l /
13) (x1,v) v . (x1,v) = l(y,v ) ’
(xo»x1,v) v (xo»xi,v) = (y.0)
(x0,v) ~o (»0,v")
as) (x0,v) v (x1,v) Vv a6 (x1,v) = (» (y.v)
(xo [ x1,v) v (x0|x1,v) v (x0 llx,v) = (3ol ')
(x0 [x1,v) > (30 y.0)
an (x0,v) ~ (y,v ) (x1,v) \/’ (18) (x0,v) —>/ (y,v") ’
(x0 l[x1,v) > (V) (xo llx1,v) = (pllx,0")

(x0|x1,v) <5
o
(x11x0,v) ~

(x0 ILx,v) S (pllxv")

/

= (.
(x1 [l x0,v) ~> (( /)) (x1 | x0,v) a;v)/ (xl l y’v//)
(3.v)
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0,) L (") ) D (") [ =ayd]

(19) e )
(x0 llx1,v) S (301l m,0")
(x0 1x1,0) B (301 31,0")
(0 )~ (i’v,” ) lagH]
(3 () ,v) B (8 (»),v")
oy — B = V) gy BV
(0g (x),v) ~~ (31-[()/),1)/) (0g x),v) vV

On HyPA process terms, in [14], a notion of robust bisimilarity is defined that, for HyPA,
coincides with our definition of stateless bisimilarity. Furthermore, in [13], for the purpose of
analyzing sequential HyPA processes (i.e., HyPA processes without operators for parallel com-
position), a notion of bisimilarity is defined that coincides with our notion of initially stateless
bisimilarity.

Stateless bisimilarity. One can easily observe that all deduction rules of HyPA are in the process-
tyft format. Hence, stateless bisimilarity is a congruence for all constant and function symbols from
the process signature of HyPA.

State-based bisimilarity. With respect to the notion of state-based bisimilarity, as defined in this
article, it can be established that state-based bisimilarity is a process-congruence for the constants of
HyPA, the alternative composition operator ( @ ), and the encapsulation operator (9 ()), based on
the format of the deduction rules. For the other operators however, this is not the case. Deduction
rules (4) (after unseasoning) and (5) violate data-dependency constraint 3.

Deduction rules (9), (12), and (18) for sequential composition ( ® ), disrupt ( » ), and left-disrupt
(> ), and the parallel composition operators (||, || , and |) all violate data-dependency constraint
1 as the data-dependency for variable y in the target of the conclusion has no base in the source of
the conclusion.

One might wonder whether this means that our format for state-based bisimilarity is too restric-
tive in the sense that process-congruence cannot be concluded for many operators. This is not the
case, for none of these operators state-based bisimilarity is a process-congruence!

Initially stateless bisimilarity. In case we consider initially stateless bisimilarity, it turns out that
the deduction rules are all in sfisl. Hence, what remains is to check whether the global constraints
are satisfied. For this, we need to compute the sets /} y for each process function f of HyPA. For
alternative composition and encapsulation, we obtain IV ¢ = IV 3,y = ¥ as there are no unresolved
variables in the deduction rules defining these process functions and there are no process functions
used in sources of premises or targets of conclusions.

For re-initialization, due to the unresolvedness of variable x (at position 0) in deduction rules
(4) and (5), and the fact that no process functions are used in sources of premises or targets of
conclusions of re-initialization defining deduction rules, we have IV ;s = {0}.

For sequential composition IV ¢ 2 {1} since x1 is unresolved in deduction rule (9). Also note that
in the same deduction rule sequential composition is used in the target of the conclusion. The term
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occurring as argument 1 of this use, xq, is the index 1 variable from the source of the conclusion
and hence this occurrence of sequential composition does not add to the set 7V . As there are no
other process functions used in © -defining deduction rules, we have IV o = {1}. Using a similar
reasoning as for sequential composition, we obtain IV, =1V . = {l1}.

For the parallel composition operators, based on the unresolvedness of variables in deduction
rule (18) we need 7V | © {0,1} and / 24 1}. All parallel composition operators use parallel com-
position in the target of at least one of their defining deduction rules. This leads to the additional
requirement that all variables occurring in the use of parallel composition are from the set X;,. That
this is not the case can be seen easily by considering the deduction rules (18) and (19). Hence, it turns
out that the sets IV, IV , and IV | are not defined.

The transition system specification though does not respect the global constraints imposed by
sfisl. However, if we restrict to the part of HyPA without parallel composition operators, i.e., se-
quential HyPA, then we can conclude that initially stateless bisimilarity is a congruence. In fact,
in [13], our congruence theorem for initially stateless bisimilarity has been used to obtain this
result.

The fact that we cannot derive that initially stateless bisimilarity is a congruence w.r.t. the parallel
composition operators is not a weakness of our format. Also in this case, initially stateless bisimi-
larity is not a congruence w.r.t. parallel composition. An example of process terms illustrating this
for parallel composition is given in [13].

5.4. The discrete-event process language xo

In[10], the process language x, is presented. This language is used for the specification, simulation,
and validation of discrete-event systems.
The signature of x, consists of the following process constant and function symbols:

e process constants: 8, €, SKip, (A),er, (¥ 1= @)yep ek (€1€)cccecEs (€M) cecrers
e unary process functions: (b — _)pep, _*, (I[s | _1Dses» Om) s 7, (t1)1c4s
e binary process functions: [I, ;, ||.

In the transition system specification of this language both predicates and relations are used. For
both types of formulae negative occurrences as a premise appear in the semantics.

The notion of equivalence that is considered in [10] is (a different formulation of) stateless bi-
similarity. The authors attempt to prove that this equivalence is a congruence for the constant and
function symbols of yx, by using the so-called relaxed PANTH format [25,4]. For that purpose
they consider the begin and end data state of a transition as part of the label of that transition.
This way their transition relations and predicates are defined on process terms (without data state).
A mistake they make is that in defining which formulae are negative formulae they do not con-
sider the start state as a part of the label. This means that their negative formulae and the ones
allowed by [25] are different. Therefore we have serious doubts as to the applicability of the relaxed
PANTH format to the given transition system specification of x,. Nevertheless, stateless bisimilar-
ity is a congruence since all deduction rules of the transition system specification are in process-tyft
format.
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6. Conclusion

In this article, we investigated the impact of the presence of a data state on notions of bisimi-
larity and standard congruence formats. To do this, we defined three notions of bisimilarity with
data and elaborated on their existing and possible uses. Then, we proposed three standard formats
that provide congruence results for these three notions. Furthermore, we briefly pointed out the
relationships between these notions and between the corresponding congruences. The proposed
formats are applied to several examples from the literature successfully. In this article, we illus-
trated the use of our format using a data coordination language, called Linda, and several process
algebras.

Extending the format for a parameterized notion of bisimilarity (with an explicit interference
relation or a symbolic/logical representation of interference possibilities) is another interesting ex-
tension which should follow the same line as our relaxation of state-based constraints to initially
stateless. Furthermore, we may extend the theory to bisimulation relations which allow for different
data states but so far we have seen no practical application of such a bisimilarity notion. Inves-
tigating the possibility of applying the same techniques for congruence with respect to weaker
notions of bisimulation (e.g., branching bisimulation) is another interesting direction for our future
research.

We are currently investigating a bi-algebraic and categorical interpretation of notions of bisimu-
lation with data, following the approach of [37,38,35]. In this article, we have only proved sufficient
conditions for the notions of bisimulation with data to be a congruence. Although we have already
shown that no straightforward relaxation of our formats is possible, we could not prove that no
relaxation is possible at all. Using the abstract interpretation of semantic rules (as distributive laws),
bisimulation, and congruence in a co-algebraic settings, we might be able to investigate whether
our imposed formats are indeed necessary for congruence or they can be relaxed in any way.

Generating equational theories from transition systems specifications is another direction of our
ongoing research. Deriving algebraic axioms for SOS rules in [1,3] are among notable examples in
this direction which try to generate a set of sound and complete axioms for a given operational
semantics in a syntactic format. Both [1,3] assume the existence of a number of standard constants
and operators in the signature and we believe that these restrictions on the semantics can be relaxed
in several ways (even in a setting without data).
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