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Abstract. We study the equational theory of Timed CCS as proposed
by Wang Yi in CONCUR’90. Common to Wang Yi’s paper, we particu-
larly focus on a class of linearly-ordered time domains exemplified by the
positive real or rational numbers. We show that, even when the set of
basic actions is a singleton, there are parallel Timed CCS processes that
do not have any sequential equivalent and thus improve on the Gap The-
orem for Timed CCS presented by Godskesen and Larsen in FSTTCS’92.
Furthermore, we show that timed bisimilarity is not finitely based both
for single-sorted and two-sorted presentations of Timed CCS. We fur-
ther strengthen this result by showing that, unlike in some other process
algebras, adding the untimed or the timed left-merge operator to the
syntax and semantics of Timed CCS does not solve the axiomatizability
problem.

1 Introduction

In [12], Wang Yi proposed Timed CCS (TCCS) as a possible timed extension
of Milner’s CCS [7]. (See [10] for another timed extension of CCS.) There, he
gave syntax and operational semantics of the calculus as well as a number of
equational laws, including a form of expansion law that allows one to resolve
parallelism and transform parallel processes into a nondeterministic composition
of sequential processes.

However, it turned out that the expansion law of [12] is not sound with re-
spect to timed bisimilarity [5,13]. In [13], Wang Yi put forward an alternative
correct version of the expansion law of [12]. However, the correction involved
the introduction of the so-called time variables and a substantially more compli-
cated calculus. A natural question was then whether there is a sound expansion
theorem for the simple calculus of [12] and whether the calculus of [12] affords
a finite complete (respectively, w-complete) axiomatization.

The former question was answered negatively in [5] by showing that for all
n > 0 there are expressions with n + 1 parallel components for which there are
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no bisimilar terms with n parallel components or less (Gap Theorem). In other
words, parallel composition cannot in general be eliminated from TCCS terms.

The latter question has been addressed partially in [14] and [1], which present
complete axiomatizations for the finite [14] and regular [1] fragments of TCCS,
respectively. However, it has remained an open question whether the full calculus,
including parallel composition, affords a finite (w-)complete axiomatization or
not.

The aim of this paper is to re-visit this question. We show that different
presentations of TCCS cannot be finitely axiomatized modulo timed bisimilarity.
We further strengthen this result by showing that, unlike in some other process
algebras, adding the left-merge operator (timed or un-timed) to the theory of
TCCS does not solve the axiomatizability problem. We also present an improved
version of the gap theorem and show that even in the presence of a single action,
parallel composition cannot be resolved in TCCS.

The rest of this paper is organized as follows. In Section 2, we present the ba-
sic definitions concerning TCCS, timed bisimilarity and equational logic. Section
3 is devoted to the single-sorted presentation of TCCS and shows that it cannot
be finitely axiomatized modulo timed bisimilarity. In Section 4, we study the
two-sorted presentation of TCCS and show, first of all, that, even in the pres-
ence of just one action, parallelism cannot be resolved in TCCS (Gap Theorem).
We also prove that the theory of the two-sorted presentation of TCCS cannot
be finitely axiomatized either. Section 5 studies the addition of the untimed as
well as the timed lef-merge operator to TCCS and shows that adding neither
of these operators solves the axiomatizability problem. Section 6 concludes the
paper and presents directions of ongoing and future research.

2 Preliminaries

2.1 TCCS: Syntax and Semantics
Following [6], we define a monoid (X, +,0) to be:

— left-cancellative iff (z +y =2+ 2) = (y = 2), and
— anti-symmetric iff (x+y=0)= (x =y =0).

We define a partial order on X as ¢ < y iff x + 2z = y for some z € X. A
time domain is a left-cancellative anti-symmetric monoid (D, +,0) such that <
is a total order. If dy < dy, then we write d; — dgy for the unique d such that
dy = do + d. A time domain is non-trivial if D contains at least two elements.
Note that every non-trivial time domain does not have a largest element. A time
domain has 0 as cluster point iff for each d € D such that d # 0 thereisa d’ € D
such that 0 < d’ < d. In the remainder of the paper, we assume that our time
domain, denoted henceforth by D, is non-trivial and has 0 as a cluster point.

The syntax of TCCS processes (closed terms) is given by the following gram-
mar.

tu=0|pt|eld)t]|s+t]s]t



In the grammar given above, 0 stands for the deadlocking process (not to be
confused with 0 in the time domain), u._ represents action-prefix operators for
p € A where A is the set of (delayable) actions. Given a time domain D, e(d).- is
an operator for each d € D, and represents a time delay of length at least d before
proceeding with the remaining process. For the sake of simplicity, we assume that
all delays are non-zero; €(0).t can be interpreted as a syntactic sugar for ¢, but we
avoid zero delays altogether throughout the rest of this paper. Nondeterministic
choice is denoted by + and parallel composition is denoted by ||.

We write p for p.0 and u(d) for e(d).p. Our proofs, in the remainder of this
paper, remain sound even when the set A of actions is a singleton {a}. We write
a™ to stand for 0 if n = 0, and a.a™ ', otherwise.

TCCS (open) terms are constructed inductively using the operators of the
syntax and a countably infinite set of variables V', with typical members z, z¢, v,
Y0, - - .- The size of a term is its length in symbols. The set of variables appearing
in term ¢ is denoted by wvars(t). A substitution o is a function from variables to
TCCS terms. The range of a closing substitution is the set of TCCS processes.
The domain of a substitution is lifted naturally from variables to terms.

We take two different approaches to formalizing the syntax of TCCS in a
term algebra.

1. The first approach is to use a single-sorted algebra with the only available
sort representing processes. Then, both a._ and €(d)._ are sets of unary op-
erators for each a € A and d € D.

2. The other approach is to take two different sorts, one for time and one for
processes, denoted by T and P, respectively. Then, ¢(-) is a single function
symbol with arity T x P — P. When using this approach, we use d, d’, dg,

. as variables of sort T and closing substitutions map variables of sort T
to elements of the time domain D.

The Plotkin-style rules defining the operational semantics of TCCS are given
below.

e(d) H e(d)

0-—0 BT =T W — u.x
e(e)
T =y
e(d).x @Dy e(d+e)x 6g)e(e).:v e(d).x e(dje)y
m 2 e(d) €(d)
Lo—Y L1 =Y To — Y T1 — Y1
" " €(d) e(d)
Lo — Yo L1—W To —~ Y T1 —~ Y1
zo || K K e(d)
ollz1=yollz wo || w1 =0 || Y1 zollxr = yo |l 1

The rules above, define two types of transition relations: —, where a € A, for

. - d . - "
action transitions and <9 , where d € D, for time-delay transitions. We use = to
denote n consecutive a-transitions (whose intermediate processes are irrelevant).
The following lemma lists some interesting properties of the semantics of TCCS.



Lemma 1 The following statements hold for each process p and time delay d.

d
1. There exists a unique process pq such thatpe(a) Pd-
2. If p does not contain parallel composition and p->p', then pg— p’, where pg
is defined above.

The notion of equivalence over TCCS that we are interested in is the following
notion of timed bisimilarity.

Definition 2 A symmetric relation R on TCCS processes is a timed bisimula-
tion relation when for all (p,q) € R,

1. for all actions a and processes p', if p—p then there exists a process q' such
that ¢-% ¢ and (p',q') € R;
e(d)

2. for all time delays d and processes p', if p — p’ then there exists a process

q' such that qeg) q and (p'.q') € R.

Two processes p and q are timed bisimilar, or just bisimilar, denoted by p < q
when there exists a timed bisimulation relation R such that (p,q) € R.

The notion of bisimilarity generalizes naturally to open terms: s and t are
bisimilar, when o(s) < o(t) for each closing substitution o.

It is well-known that timed bisimilarity is a congruence over TCCS [12].
We define the following notion of time insensitive processes and show that a
TCCS process is time insensitive if and only it is bisimilar to a CCS process.

Definition 3 A TCCS process p is initially time insensitive when for all d, if
d
p™ pa, then pa = p.
The set of time insensitive processes is the largest set Ppy of TCCS processes
such that, whenever p € Pry, (i) p is initially time-insensitive, and (ii) if p— pq
then p, € Pry is time insensitive for each a € A and each process pg.

For example, a(d) is not (initially) time insensitive, a.a(d) is initially time in-
sensitive but not time insensitive, and a.€(d).0 is (initially) time insensitive.

Theorem 4 A TCCS process p is time insensitive if and only if there exists a
process q such that p < q and q does not contain time-delay prefizing operators,
i.e., q is a CCS process.

2.2 Equational Theory

Given a signature X, a set E of equations ¢ = ¢, where ¢ and ¢’ are terms (of
the same sort), is called an axiom system.



We write F F t = ¢’ when ¢t = ¢’ is derivable from E by the following set
of deduction rules. Deduction rule is a rule schema for each operator f in the
signature.

Ebt=t Erto=t, EFt =t
Erbt=t EFt =t EFty =t

Erty=t), ... Ert,=t, t=t' € E
EtF f(to,....tn) = f(th,..-,t,) EFoa(t)=0o(t)

Without loss of generality, we assume that E is closed under symmetry, i.e.,
t=1t € Fif and only if ' = ¢ € E, so that need not be considered in proofs. It
is well-known that if an equation relating two closed terms can be proven from
an axiom system E, then there is a closed proof for it.

An equation t = t’ is sound (modulo timed bisimilarity) if the terms ¢ and ¢’
are timed bisimilar. An axiom system is sound if each of its equations is sound.
An example of a collection of equations from [12] that are sound with respect to
timed bisimilarity is given below. The axioms A4, M1 and D1 (used from left to
right) are enough to establish that each TCCS term that is bisimilar to 0 is also
provably equal to 0. Thus, in the technical developments from Section 4 onwards,
we shall assume, without loss of generality, that each axiom system we consider
includes the equations given below. This assumption means, in particular, that
our axiom systems allows us to identify each term that is bisimilar to 0 with 0.

Al r+y=y+uw A2 (z+y)+z=z+(y+=2)
A3 r+r==z A4 r+0=z
M1 Ollz=0 M2 z||0=2x
D1 e(d).0=0 D2 ¢e(d).(x+y) =e€(d).x+€(d).y
D3 e(d).(z||y) = e(d).z || e(d).y D4 e(d).e(d).x =e(d+d).x

P a.x = a.x + e(d).a.x

Henceforth, process terms are considered modulo associativity and commutativ-
ity of + and ||. We use a summation and a product, denoted by >,y 1y 8
and [[;c(y, sy tj, tostand for s;+---+sp and ¢y || - - [[ £y, respectively, where
the empty sum and product represent 0. We say that a term ¢ has a 0 factor if
it contains a subterm of the form Hje{17.__,k,} t;, where some t; is bisimilar to
0. It is easy to see that, modulo the equations given above, every TCCS term s
can be written as ), _; s, for some finite index set I, and terms s; (i € I) that
are not 0 and do not have themselves the form s’ + s”, for some terms s’ and
s". The terms s; (i € I) will be referred to as the summands of ¢. Again modulo
the equations given above, each s; can be assumed to have no 0 factors.

3 Single-Sorted TCCS

In this section, as a warm up for the more complex results to follow, we show
that single-sorted TCCS has no finite basis provided that the time domain is



infinite. (Note that each time domain D that we consider in this paper does not
have a largest element and is therefore infinite.)

Theorem 5 If time domain D is infinite, then bisimilarity over single-sorted
TCCS has no finite basis.

We start with proving the following lemma which implies the above theorem.

Lemma 6 Assume that E is a finite axiom system that is sound modulo bisim-
tlarity. Let d be greater than the mazimal delay prefizing mentioned in terms in
E. For all provable equations t = u such that either t or u contain €(d), then
both t and u contain €(d).

Proof. To prove Lemma 6, we proceed by an induction on the derivation struc-
ture for £ ¢t = u and make a case distinction based on the last deduction rule
applied to derive £ + t = u. The cases for , and are either trivial or follow
immediately from the induction hypothesis. The most involved case is when the
last deduction rule is .

For a TCCS process p, we define the action depth of p, denoted by adepth(p),
as the length of the maximal action trace that p affords (by omitting the time-
delay transitions in between). It then follows that, for any two TCCS terms s
and t, if s « t then adepth(o(s)) = adepth(o(t)) for all closing substitutions o.

Lemma 7 Let t,u be bisimilar TCCS terms. Then vars(t) = vars(u).

Proof. Assume x € vars(t) \ vars(u). Construct a substitution o that maps x
to a”, for some n larger than the sizes of both ¢ and u, and all other variables to
0. Then, adepth(o(t)) > n > adepth(o(u)) and hence ¢ and u are not bisimilar.

We are now ready to complete the proof of Lemma 6. Assume that t' = v’ €
E, t=0(t'), u=oc(u) and €(d) occurs in t. Since d is greater than the largest
constant appearing in F, neither ¢ nor «’ contain occurrences of €(d). Thus,
there exists a variable € wars(t') such that o(x) has an occurrence of €(d).
By Lemma 7 and the soundness of the equation ¢’ = 4’ modulo bisimilarity,
x € vars(u'). Thus, o(u') also contains o(z) as a subterm, which in turn has an
occurrence of ¢(d). X

Proof of Theorem 5. Assume that single-sorted TCCS affords a finite
complete axiomatization E and d is greater than the largest delay appearing in
E. (If no element of D appears in terms in E then let d be an arbitrary element
of D.) Axiom D1 is sound. However, it follows from Lemma 6 that the instance
of D1 for d € D is not derivable from E and thus Theorem 5 follows. X

The lesson to be drawn from the above result is that, in the presence of
an infinite time domain, when studying the equational theory of TCCS, it is
much more natural to consider a two-sorted presentation of the calculus. For
this reason, the rest of this paper is devoted to the study of the equational
theory of two-sorted TCCS.



4 Two-Sorted TCCS

4.1 Gap Theorem

In this section, we present and prove the so-called gap theorem for TCCS, origi-
nally offered in [5], which shows that parallel composition cannot be eliminated
in general from TCCS terms. Our presentation and the proof of this theorem
improves on that of [5] in two ways; first, our version of the gap theorem holds
even in the presence of a single action while the gap theorem of [5] requires
the presence of countably many different actions. Secondly, our proof is purely
process algebraic in nature while the proof of [5] goes through a translation of
TCCS to timed automata [2] and the argument is based on the number of clocks
in the translated timed automata.

Theorem 8 Define p as a(do) |[[L;cqs,... ny a-a(di), for some action a € A, pos-
itive integer n and delays dg,dy,...,d, € D. There exists no q such that p < q
and q = ZjeJ Hie{17.“,nj} qi; where n; < n and q;; does not contain parallel
composition.

Informally, the above theorem states that for all n > 0, there are TCCS processes
with n+1 parallel components which do not have any bisimilar counterpart with
(summands comprising) n or fewer parallel components. Proof. Assume, towards
a contradiction, that p < ¢ and ¢ = ZjeJ Hie{l,...,nj} gi;- By the definition of

p, we have that pa—n>p’ = Hie{o .ny aldi). Hence there should exist a j € J

such that ¢; = Hz‘e{l,...,nj} ij a—n>q’ for some ¢’ such that ¢’ < Hie{o,...,n} a(d;).
Then, either all parallel components of ¢; contribute exactly one action to the
trace a™ or there exists a component in g; that contributes more than one action
to a™. Next, we analyze these two possibilities and show that both lead to a
contradiction.

1. Assume that all parallel components of g; contribute exactly one action to
the trace a”, i.e., nj =n, ¢ = Hz‘e{1,...n} q;;, for some g;; such that for all

P <N, Gij i’qgg‘a and Hie{07...n} a(d;) ﬁnie{l,‘..,n} 4j-
Since D has 0 as a cluster point, there is a d’ € D such that 0 < d’ < dj.

e(d/) 7 )

d’ n
It follows from Lemma 1.(2) that ¢;; — ¢} iqgj; thus, q€L> ¢'% ¢ Fur-

thermore, pe(—d> p" =a(do — d') || IL;eq1,. .0y @-a(di) and it should hold that

p" < ¢". However, p” N a(do — d') [[ TLicq1,..ny a(di) (as d’ < do, this is the
only a”-derivative of p”), which is clearly not bisimilar to [];c(o .y al(ds),
and hence, not bisimilar to ¢’.

2. Assume that there is a component in g¢; that contributes more than one
k—2
action to a", i.e., there exists an [ € {1,...,n;} such that ¢;; “— I
a a
— Qak-11; — qqk1; for some k > 1 and for some qgr—255, qar—17; and ggr;;. For
notational convenience, we assume that k& = 2 but the proof technique can



easily be adapted for k > 2. Note that by Lemma 1.(2) g > a1, <) Qad'lj

% Qadralj = qa2y; for an arbitrary d'.
It follows from the semantics of parallel composition and nondeterminis-

n—1
tic choice that ¢"— gn-1 = aij || Hie{l,m’”j}\{l} qgj and ggn-1< a.a(dy,)
I Tieqo,....np\gmy @(di) for some 0 < m < n. From the above bisim-

ilarity, we have that, for any d’ such that d’ > d;, for each ¢ < n,
e(d)
Qan—1 — Qgn-1g4 for some gun-14 = qaai; HHie{LH_’nj}\{l} qg;; such that

Gan—1g < a.a(dpy,) || Hie{O,u.,nfl} a. Furthermore, g,n»-14 can make one fur-
ther a-transition, due to gqq/;; resulting in some gqnq- such that gy =
a(dm) || HiE{O,A..,n—l} a or gang < a.a(dy,) || Hie{o,i..,n—2} a. It follows from

the aforementioned bisimilarities that gung = ¢’ < a(dy,).
Either all a-transitions in the latter a"-trace are due to gg/;; with ¢ # [, or
some of them are performed by guara1j = qq21;-

d, n+2
In the former case, then ¢ ,n-2 = QZJ'HHie{l,...,nj}\{l} ql’.j <d) a3 q for

some q < a(d,,) since, first, Hie{l {1} qé,ij can make n consecutive a-
o, . Y V.
transitions, and ¢4;; can make two a-transition afterwards. However, p can-

.. . . . a” ' e(d) a"t? . L.
not mimic this behavior, i.e., — —’ — | for it has only n+1 a-transitions

enabled after an initial a”~2 trace and a time delay of d’, which results in
some process bisimilar to a(dy,) || a(d),), for some m’ # m € {1,...n}.
In the latter case, i.e., qadal; = Gq21; contributes to some of the a-transitions,

2 u
', say some u a-transitions such that u > 0, then g; a—>qa2lj L ¢ for

in a
! antt 7" 7" s egs

some ¢’ and hence ¢ — ¢” for some ¢”. But p can initially make at most n

consecutive a-transitions, hence a contradiction follows. X

As a corollary to the above theorem, one can conclude that TCCS affords no
expansion theorem, i.e., parallel composition cannot be resolved in TCCS.

Corollary 9 Two-sorted dense-time TCCS has no expansion theorem.

4.2 Axiomatizability

Our next milestone in this section is to prove a theorem witnessing that TCCS,
does not have a finite basis modulo timed bisimilarity. The problem underscored
by the proof of this result is the inability of any finite and sound axiom system
E to “expand” the initial behavior of terms of the form p|| g when either p or
q have sufficiently many summands (namely, larger than the size of terms in
the equations in E). All of the impossibility results presented henceforth also
hold for conditional equations of the form P = ¢ = u where P is an arbitrary
predicate over the time domain.

Theorem 10 Timed bisimilarity over two-sorted dense-time TCCS has no finite
basis.



The above result dates back to [11] (for the case of CCS without time) and
our proof follows the same structure as that of [11]; namely, we prove that for
each finite and sound set of axioms E for TCCS modulo bisimilarity and for
sufficiently large n, with respect to the size of the largest term appearing in F,
the following sound equation is not provable

Era|l®,=ad,+ Y afalléi),
i€{l,...,n}

where &,, = Zie{l,.“,’rb} a.¢; and ¢, = Zie{17..‘7n} a’.

As we show in the next section, unlike in the setting of Milner’s CCS, even
adding two variations on the left-merge operator does not improve the situation
with respect to axiomatizability.

5 Two-Sorted TCCS with Left-Merge

Classical Left-Merge Bergstra and Klop suggested to add an auxiliary left-
merge operator, denoted by ||, which would allow for a finite axiomatization
of parallel composition in CCS. The semantics of the left-merge operator is
captured by the following deduction rule.

a
Zo — Yo

ol w1 yo |21
However, adding the left-merge operator with the above semantics does not

result in a finitely axiomatizable theory.

Theorem 11 Timed bisimilarity over two-sorted dense-time TCCS extended
with the untimed left-merge operator has no finite basis.

Timed Left-Merge Following the tradition of Bergstra and Klop, the left-
merge operator was given a timed semantics as follows [4].

a e(d) e(d)
Zo — Yo o 7 Y T1 — Y1

d
UCo[Lxl&yoHl’l $0[L$1€(—>)y0[y1

This operator enjoys most of the axioms for the classic left-merge operator that
lead to a finite axiomatization of bisimilarity [3]. The following lemma lists the
most important properties that this timed left-merge operator possesses. Note
that Lemma 1 also remains valid over TCCS extended with the above left-merge
operator.

Lemma 12 For the left-merge operator with the semantics given above, the fol-
lowing axioms are sound:

zlly=(zly) + ([ =) 0 =0
(@+y)z=(lz)+ L2 | 0=a.



Thanks to axioms and , one can show that terms bisimilar to 0 can be removed
as arguments of the left-merge. Henceforth, when we write p does not contain
0-factors, we mean that it does not contain a parallel composition or a left-merge
with an argument bisimilar to 0.

However, the new left-merge operator does not help in giving TCCS a finite
basis either, as we prove in the remainder of this section. The reason is that the
axiom (a.z)|y = a.(x||y), which is a sound axiom in the untimed setting, is in
general unsound over TCCS. For example, consider the process a| €(d).a; after
making a time delay of length d, it results in a|| a, which is capable of perform-
ing two consecutive a-transitions. However, a.(0 || e(d).a) after a time delay of
length d remains the same process and can only perform one a-transition since
the second a-transition still has to wait for some time, i.e., d, before becoming
enabled.

However, axiom is sound for the class of TCCS processes that are initially

time insensitive; see Definition 3. Indeed if ¢ is a process such that qe(—d>) qd
implies g « gq for each delay d, then it holds that (a.p)| ¢ < a.(p||q). For
instance, a| @, a.®, for each n > 0, where the process &, is defined as in
Section 4.2. Unfortunately, the class of initially time insensitive processes cannot
be characterized by a finite (head-)normal form and this constitutes the key idea
in our non-finite axiomatizability proof, given below.

Theorem 13 Two-sorted TCCS extended with the timed left-merge operator
affords no finite axiomatization modulo timed bisimilarity.

Proof. Towards a contradiction, we assume that TCCS with left-merge does
have a finite axiomatization E. We prove the theorem by showing that the fol-
lowing lemma holds. (In the remainder of this proof, we assume that all terms
appearing in equations do not contain parallel composition since, by axiom ,
parallel composition is a derived operator.)

Lemma 14 Consider the equality a| &, = a.®,. Let ng be the size of the
biggest term t or u, appearing in equations (t = u) € E. The above equation is
not derivable from E for n > max(ng,2).

Once the above lemma is proven the theorem follows since the above equality is
sound yet not derivable from E for n > max(ng, 2). Lemma 14 is a consequence
of the following result that establishes a property of equations that are derivable
from E but that is not afforded by the equation a|| &,, = a.®,, for suitably large
values of n.

Lemma 15 IfEFp=gq,

1. p and q do not contain O summands or factors,
2. peoa| @, for n > mazx(ng,2), and
3. p has a summand of the form po| p1 where pg <= a and p; <= P,

then q has a summand of the form qo|| g1 where o = a and q1 = Py,.

10



If we prove the above lemma then it follows that a| @, = a.®, for n >
max(2, ng) is not provable from F because the left-hand side satisfies the require-
ments of the statement but the right-hand side does not contain any summand
of the form qo| ¢1.

In the proof of Lemma 15, we shall have some use for the following definition
and the subsequent lemma [8, 11].

Definition 16 Process p is irreducible when for all py and p1, if p < pol|p1
then pg < 0 or p; <= 0. We say that p is prime when it is irreducible and is not
bisimalar to 0.

Lemma 17 The following processes are prime:

1. ¢;, for an arbitrary i > 1;
2. &;, foralli>1;
3. a.®;, for all i > 1.

The proof of the above lemma is standard and is omitted for brevity. Note that
neither item 2 nor item 3 in the above lemma hold for ¢ = 1 since @1 = a.¢1 =
a.a < alla.

To prove Lemma 15, we use an induction on the derivation structure for p = ¢
and distinguish the following cases based on the last deduction rule applied in
the derivation. (Since p and ¢ have neither 0 summands nor factors, reasoning
as in [9], we may assume that none of the terms mentioned in the proof of p = ¢
has 0 summands or factors.) The statement is trivial if E - p = ¢ is due to .
If E+ p=qis due to, then there exists a term r such that £+ p = r and
E F r = q and the lemma follows by applying the induction hypothesis first on
EFp=rand then on F F r = q. If the last applied deduction rule is , then we
distinguish the following cases based on the head operator of p and gq.

1. p=a.p’ and q = a.¢’; this case is vacuous since p should contain at least one

summand which is of the form p; || pa;

p = e(d).p’ and q = €(d).q’; impossible, see above.

3. p=po+p,q9=qo+q, EF po=qoand F F p; = g1; without loss of
generality, we assume that py contains a summand of the form pjy| p} where
ph=a and p) <= @, It is not hard to see that pg < a|| @, because p = a| Py,.
It follows from the induction hypothesis that ¢y contains a summand that is
of the form ¢j| ¢} such that ¢} < a, ¢| & D, and hence, so does q.

4. p=pollp1, ¢ =l @1, EF po = qo and E F p; = qq; it follows from the
hypothesis of the lemma that py < a and p; < &,,. By the soundness of F,
we have that pg < qg < a and p; < ¢ < @,, and thus the lemma follows.

o

It remains to consider the case where the last deduction rule applied is a closed
instantiation of an axiom (¢ = u) € E. In this case, there exists a substitution
o such that o(t) = p and o(u) = g. Assume that t =3, t; and u =}, ;u;
such that the ¢;’s and u;’s are not bisimilar to 0 and do not have + as their head
operator. Let ¢; be a summand of ¢ such that o(¢;) has a summand of the form
poll p1 and py < a and p; « P,. We analyze the following cases based on the
structure of ;.

11



tiEJ}

ti = at;
ti = e(d).t!
t; =t ¢

It is not difficult to prove that, since t = u is sound modulo bisimilarity,
there exists j € J such that u; = z. Then the lemma follows since o(z), and
hence o(u), contains a summand of the form po|| p1 and pg < a and p; = &,,.
Impossible since o(t;) must have a summand of the form pg| p1.
Impossible since o(t;) must have a summand of the form pg| p1.
Then, it is not hard to see that o(t;) <=a and o (t}) = ®,,. Write tj = >, _ ;- vr
where no vy is bisimilar to 0 or has + as head operator. Since @, N ¢;, for
each 0 < i < n, the term o(t}') should mimic these transitions, and because
2|K| < n, there exists a k € K such that o(v;,) > p < ¢; for at least three
different i’s. By a case distinction on the structure of vy, we argue that vy
can only be a variable:

(a) vk = a.v: This leads to a contradiction. Indeed, then o(v},) < ¢; = @,
for different ¢ and j.

(b) v = €(d).v}: Then o(vy) cannot make an a-transition, which is a con-
tradiction.

(¢) vg = v}, || vy Recall that o(vg) can make an a-transition to ¢; and
¢; for some i # j. Hence o(vgy) = o(v}) || o(v)) L pi||o(v)) = ¢; for
some p;. Since ¢; is prime (Lemma 17) p; < 0 and o(v}) < ¢;. Similarly,
a(vg) = a(vp)Lo(vy) L pj|lo(v)) < ¢, for some p; and thus, o(v})) ;.
Concluding, ¢; < o(v})) < ¢; for i # j, which is a contradiction.

Therefore vy, = x for some variable z and o(x) can make a-transitions to ¢;,

¢; and ¢y, for different ¢, j and k. Then, = is not a summand of ¢, for this

would contradict our assumption that p < a|| @,. Indeed, the action depth
of o(z) after an a-transition is at most n (the action depth of ¢,,) while the
action depth of a|| &, after an a-transition is n+1 (the action depth of &,,).

Furthermore, « ¢ vars(t;) or otherwise it would not hold that o(t;) < a since

o(t;) would have an action depth larger than 1. Also, z can only appear in

the summands of ¢/ that are of the form z or €(d).z. Indeed, if x occurred in

summands that have any form other than z or €(d).x, then o(t!) = ®,, would
not be sound since o (t) could then make two or more a-transitions (possibly
interleaved with time delays) resulting in ¢; for some ¢ > 1, which cannot

be mimicked by &,. Hence, we conclude that t] = z +t" + >, e(di).x

for some term t” such that = ¢ vars(t"”).

Consider the new substitution ¢’ defined to map z to e(d).a.®,, where d is

smaller than each delay occurring in p or ¢, and to agree with ¢ on all other

variables. (Such d exists since D has 0 as a cluster point.)

We have that o'(t;) % pl, = o(t)all (a.Bn + 0 (") + ey eldi — d).o" ()

where o(t}) 6(—d>)a(t;)d and o(t”) E(—‘{)o(t”)w Furthermore, as o(t}) < a and

axiom P is sound, p); % p/;, <= a.®,, + o(t")4. Observe that the action depth
of o(t")4 can at most be n+1. It follows from (¢ = u) € E and the soundness

d
of E that ¢/(t) < ¢’(u) and hence o/ (u) @ o' (w)a = ¢, = pl, for some
¢},- Thus, there exists a summand u; of u (for some j € J) such that ¢’(u;)

e(d
L) / a !

qq — dge- It holds that = € vars(u}) since otherwise, o(u;) = o'(uy)
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and ¢/, would have action depth of at most n+ 1 (since o(u) < a|| $,). We
distinguish the following cases based on the structure of u;.

UjEJZ

7 By one of our assumptions o(u

Impossible since then ¢}, = @, which is not bisimilar to a.®,, + o(t"")4
< P
Impossible since d is smaller than each delay in p and ¢, which means
that d < e and thus, o(u;) cannot perform an action after a time delay
of length d.
We argue that this case leads to a contradiction. To this end, observe
that, first of all, variable x can appear only in summands of u; which
are of the form x or e(d’).z. Otherwise, if ) has an action prefixing or
left-merge operator with an argument containing  among its variables,
the action depth of o’(u’;) would be at least n + 3, which is larger than
the action depth of p/;, < a.P, + o(t")a.
Hence, u} & x +u” + > . c ;s e(dj).x for some term u” such that z ¢
vars(u"). Thus, ¢; < a. (e(d).a.@n + o' (u") + 325c yr €((dyr +d)).0"(z))
and qg = €(d).a.®p, + o'(u") + 325 ¢y €(djr + d).0’(z). It should hold
that ¢/, < a.@, + o(t")q; but a.@, + o(t")q % @,, and a matching a-
transition of ¢/, ; can only be due to ¢’(u”), which does not contain = and
thus is the same as o(u”). It holds that adepth(o(u")) < adepth(o(u;))
< adepth(o(u)) < n+ 2 = adepth(a.®, + o(t")q). Therefore, any a-
derivative of ¢/, will have action depth of at most n. Hence, it cannot
hold that ¢/, < a.®,, + o(t")q, contradicting our assumption.
%) and o(uf) are not bisimilar to 0.
Therefore, o'(u}) and o'(uf) are not bisimilar to 0, either. By our as-
sumption, o’ (u}) || o' (u]) ) o o' (u})da || 0’ (u])a < P, Recall that
Py = 0Py, + o(t")q where o(t”) ia(t”)d and o(t") + @, « @,. It fol-
lows from the latter bisimilarity that o(t")q + @, < &,,. We claim that
a.9y, + o(t")q is prime and hence, o' (u})aq <= 0 and o' (u) < pj,.
To prove the above claim assume towards a contradiction that r || s «
a.D,+0(t")q for r and s not bisimilar to 0. We distinguish the following
cases based on the behavior of o(t")4.

i. Assume that o(t")q < 0. It follows that r|| s = a.®,,. However, this

is impossible since a.®,, is prime (Lemma 17, item 3).

ii. Assume that o’(t”)dég) o(t")are —0(t")(drera & ¢ for some i <

n. Then, without loss of generality, r || s e || se 51| 5e = b4

for some v such that % re =7, It follows from primality of ¢;

that 7 < 0 and s, < ¢;. It also holds that a.®, + o(t")y > ®,.
Thus, 7 || s should be able to mimic this transition; the transition
cannot be due to r because then s — @,, (since &,, is also prime),
which contradicts s. < ¢;. Hence, r || s Ly || s’ &= &,. It follows from
primality of @,, that r — @, and r. < ®,,. Thus, using congruence of
< with respect to ||, we have that 7. || sc &= @y, || ¢;. Since the action
depth of a.®,, + o(t")gse is n + 2, we infer that ¢; < a and ¢ = 1.
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But even then, r.||s. % v < ¢, || a, which cannot be mimicked by
a.Pp, + o(t")gre (since o(t")gse does not have the sufficient action
depth and the only a-transition afforded by a.®,, results in &,,).
Thus, we conclude that a.®,,+0c(t"), is prime and hence, o' (u;) 4o <20 and
o' (u}) = a.@y, + o(t")q. We claim that since d is smaller than all delays
e(d) a

mentioned in p and g and o’(u}) — — 0’ (u];)aa <0, then o(u}) & o(u})a

for some o (u’;) 0. From this claim (whose proof is given next), it follows

that o(u;) = o(u)) || o(uf) 4 o(uf)a || o(uj) = o(uf). On the other
hand, ¢ = o(u) < a| @, and thus, o(u}) < @,,. Hence, the action depth
of o(uj}) is 1 and therefore o(u}) < a. To summarize, we have proved
then that o(u;) = o(u)) || o(uf), o(u}) & a and o(u}) < &, which was
to be shown. Thus, it only remains to prove the following lemma.

Lemma 18 Assume that d is smaller than each delay in o(u) and let r

be a process that is not bisimilar to 0. Define o’ to map x to €(d).a.r and

all other variables y to o(y). Assume that o'(u) <) o' (u)g >0’ (u)ge =

0. Then, o(u) % o(u), for some o(u), < 0.

Proof. By an induction on the structure of u. For brevity, we only give
the proof for the case u = y; the proofs for other cases are similar.

Assume that u = y. First of all observe that y cannot be the same as x.

Indeed o(z) = e(d).a.r @ 4.+ % and it does not hold that r <0 by one

of the provisos in the lemma. Thus, ¢'(y) = o(y) @ ¢ and ¢ < 0.
We proceed with an induction on the structure of ¢’(y) = o(y).
o(y) = a.¢” Then the lemma follows since o(y) = ¢'.
o(y) = €(e).¢’ Impossible since then o(y) would not afford an a-transition after a

time delay of length d because d < e.

o(y) = qo + ¢1 Assume without loss of generality that gg <@ 2 ¢'. Time delay d

is smaller than the delays mentioned in o(y) and, hence, in go. It
follows from the induction hypothesis that gy — ¢” for some ¢ < 0

and therefore o(y) = qo + q1 — ¢ < 0.

d d
o(y) = q M‘h Then, go 6(*) e Q6 = 0and ¢ = qé || q1a <= 0 where q; 6(4’) q14; hence,

q1a < q1 < 0. It follows from the induction hypothesis that go = q
for some ¢f + 0 and thus, o(y) = | 1 — ¢/ || 1 < 0.

6 Conclusions

In this paper, we studied the equational theory of TCCS as proposed by Wang
Yi in [12]. We improved upon the Gap Theorem of [5] and proved that, even
in the presence of a single basic action, parallelism in TCCS cannot be resolved
in general. Furthermore we showed that TCCS, in its single- and two-sorted
presentations, as well as its extensions with the untimed or the timed left-merge
operator, does not afford a finite axiomatization.
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It is an open question whether there exists a binary operator that, when
added to TCCS, can give timed bisimilarity a finite basis. (A similar question
is still open for untimed process algebras, i.e., whether there exists a single
binary operator that can axiomatize communication and concurrency; the answer
in both cases is expected to be negative.) Towards achieving this goal, in the
extended version of this paper, we prove that adding two different variants of
the timed left-merge operator ||, and ||, with the following semantics does not
lead to a finite axiomatization for bisimilarity. (The leftmost rule below applies
to both ||, and [|;.)

a e(d) e(d) e(d)
o — Yo To — Yo o = Yo T1 Y1

d d
zO[L(M 15 Yo || 21 Io[LO T E(H)yo || 21 l‘olLl T E(H)yo 91

In the case of two-sorted TCCS, our proofs make use of the fact that the time
domain has 0 as a cluster point. It remains open whether discrete-time TCCS
(or its extension with (timed) left-merge) is finitely axiomatizable modulo bisim-
ilarity.
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